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Abstract 
Most popular fusion methods have their own limitations; e.g. OWA (order weighted averaging) has “linear model” 

and “summation of inputs proportions in fusion equal to 1” limitations. Considering all possible models for fusion, 

proposed fusion method involve input data confusion in fusion process to segmentation. Indeed, limitations in proposed 

method are determined adaptively for each input data, separately. On the other hand, land-cover segmentation using 

remotely sensed (RS) images is a challenging research subject; due to the fact that objects in unique land-cover often 

appear dissimilar in different RS images. In this paper multiple co-registered RS images are utilized to segment land-

cover using FCM (fuzzy c-means). As an appropriate tool to model changes, fuzzy concept is utilized to fuse and integrate 

information of input images. By categorizing the ground points, it is shown in this paper for the first time, fuzzy numbers 

are need and more suitable than crisp ones to merge multi-images information and segmentation. Finally, FCM is applied 

on the fused image pixels (with fuzzy values) to obtain a single segmented image. Furthermore mathematical analysis and 

used proposed cost function, simulation results also show significant performance of the proposed method in terms of 

noise-free and fast segmentation. 

 

Keywords: Fusion; Land-cover Segmentation; Multiple High-spatial Resolution Panchromatic Remotely Sensed (HR-

PRS) Images; Fuzzy C-means (FCM). 
 

 

1. Introduction 

An important task in remote sensing (RS) applications 

is categorization of image pixels into homogeneous 

regions, whereas each of them corresponds to a particular 

land-cover type. This problem has often been modeled as 

segmentation problem and one of most utilized method 

to solve it, is clustering [1]. Nowadays land-cover 

segmentation using RS images, especially high-spatial 

resolution panchromatic remotely sensed (HR-PRS) ones 

(because of their high spatial resolution), becomes a 

challenging research task, due to this fact that objects in 

the unique scene (land-cover) often appear dissimilar in 

different RS images and sometimes incorrect (in someone) 

[2], though the land-cover has not changed. Generally 

obtained pixels values in RS images will be different with 

reality, which can be measurable by spectrometer in the 

ground field test, due to the following reasons: 

 In the state of not being so obvious and where the 

(radiometric and geometric) preprocessing cannot 

model and remove sensor and atmosphere defects 

completely, the difference will be categorized as an 

un-sensible noise, caused by un-compensated sensor 

and atmosphere factors. 

 On the other hand, if it happen the difference to be 

noticeable, as a matter of changes such as placing in 

shadow or white cloudy dots, it is called un-

expected noise. 

On the other hand, by review the related papers to RS, 

it is observed there are two types of uncertainties in 

panchromatic images. The spatial uncertainty, as the 

famous one, imply to this fact that there is no an exact 

crisp separation between various land-covers types and 

the segments boundaries usually express softly 

continuous and using fuzzy sets [3-13]. The other 

uncertainty in RS images is the inherent one that imply to 

the inaccuracy and problems in sensing and digitizing the 

real phenomena [7]. There are two methods parametric 

and deterministic to model and analysis of inherent 

uncertainty. In the parametric one, the uncertainty is 

modeled using probability density function (pdf) [14-15]. 

Difficulty in allocating a pdf to a pixel and un-

independence of neighborhood pixels are some problems 

of parametric method utilizing in RS applications 

[10,16,17]. In the deterministic method that is used in this 

paper, a symbolic interval number is used (instead of 

crisp one) to model the inherent uncertainty [18-20]. 

Utilization of multiple RS images to measure the 

ground physical and geometrical properties is a 

conventional way to overcome the uncertainty too [21-23]. 

Essentially, the concern of multi-images (multi-sensors) 

segmentation is minimizing the uncertainty. Furthermore, 
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advantage of sharing various satellites data for using their 

capabilities simultaneously, encourages researchers to 

make use of multiple RS images. In this paper HR-PRS 

images are chosen to be utilized in land-cover 

segmentation because of their availability for us. 

Although by availability of other RS images (such as 

multi-spectral or even hyper ones), they can be used in the 

same procedure to land-cover segmentation too. 

On the other hand, Data fusion is an effective way for 

optimum utilization of large volume data and combines 

different pieces of information into some new compatible 

information or more accurate data [24]. Application of 

data fusion methods varies a lot from military 

applications (such as target tracking and target 

recognition) to non-military ones (for example machine 

vision, robotics and medical). Data fusion tries to perform: 

1) fusion of temporal information or 2) fusion of 

dissimilar information and or 3) fusion of similar 

information from different sources (or in fixed sensing 

object, fusion of information obtained by one unique 

sensor in various conditions and times) [24]. The first two 

categories are examined extensively in RS applications, 

named as multi-temporal [25] and conventional RS 

images fusion (producing high-resolution multispectral 

images from a high-resolution panchromatic image and a 

low-resolution multispectral image) [3] respectively. 

Despite that, there have not been many works for the third 

category, which is the category of proposed method in 

this paper. RS images fusion can be performed at three 

different processing levels, according to the stage at 

which the fusion takes place: pixel level, feature level, 

and decision level [25,26]. The fusion-based multi-images 

segmentation methods usually perform the fusion in pixel 

or decision level. In the pixel level fusion-based multi-

images segmentation methods that is used in this paper, 

by create a new fused image from input images, it is tried 

to improve the segmentation accuracy [25]. 

Since the purpose of this paper is noise-free and 

correct segmentation, the multi-image segmentation using 

fusion method (in the pixel level) is concern of this paper. 

Although there are many new researches in the land-cover 

segmentation using a single RS image (for example see 

[27,28]), but no new method in multi-images 

segmentation has been clarified. Inspecting multi-images 

segmentation, two groups of researchers published some 

papers [21-23,29-33]. The first group (Lee et.al. [21-23]) 

integrated the data from individual sensors into a set of 

multidimensional data to segmentation using hierarchical 

clustering. Against, Pieczynski et al (the second group) 

[29-33] used hidden Markov model (HMM) to land-cover 

segmentation using multi RS images. 

Generally the conventional fusion methods (for 

example let HMM, Kalman filter, order weighted 

averaging (OWA) or etc.), where they are used for multi-

images segmentation, let a specific proportion for each 

input image in the fusion process (or in the final fused 

image), for all pixels. While this proportion must be 

certificated for each pixel separately based on this fact 

that ambiguity in the available values of the pixel is high 

or low. Indeed since fuzzy concept can model existent 

inherent diversity and ambiguity in the available values 

for each land-cover point as well, the proposed method in 

this paper fuses the input images in one fuzzy image (an 

image that its pixels have fuzzy numbers instead of crisp 

ones). Finally the fuzzy c-means (FCM), as a commonly 

clustering method and a method with fuzzy output to 

model the spatial uncertainty, is applied on the fuzzy 

fused image pixels to obtain a single segmented image for 

each land-cover. The mathematical analysis show better 

performance of the proposed method in compare to the 

classical methods and conventional fusion methods. This 

is performed using a new proposed cost function. 

Simulation results confirm the efficiency of the proposed 

method in noise-free and fast segmentation aspects.  

The remainder of this paper is organized as follows. 

The motivation of this paper, as a preface to understand 

the necessity of using non-crisp (fuzzy) numbers in land-

cover segmentation using HR-PRS images is obtained in 

section 2. Section 3 introduces some preliminaries 

including the FCM clustering algorithm where it is 

applied on crisp and non-crisp numbers. Section 4 

presents the proposed method to land-cover segmentation 

using multiple co-registered panchromatic images. 

Furthermore some analyses and comparisons are obtained 

in section 4 too. Simulation results are obtained in Section 

5. Finally this paper is concluded in Section 6. 

2. Motivation 

In this section, as a preface to understand the necessity 

of using non-crisp (fuzzy) numbers in land-cover 

segmentation using RS images, land-cover points are 

categorized according to available multi RS images from 

that land-cover (for the first time). For simplicity this 

work is performed for images (HR-PRS ones) and based 

on spectral feature in this paper; however it can be 

performed for other signals (except image) and based  on 

other (non-spectral) image features similarly. 

Let the actual value of under-studying land-cover 

points (  points) in the studied feature (gray-scale level) 

be denoted by  ̌  * ̌     ̌     ̌ + , which can be 

achieved using spectrometer in ground field test. 

Considering unavailability of these values (because of un-

performing ground field experiments) and the range of 

numbers which can be specified to each segment of land-

cover (for example let a river as a segment that its pixels 

values vary with depth of water, water impurity, kind of 

river bottom and etc.), an interval is considered for the 

actual value of each pixel ( ̌  [ ̌ 
     ̌ 

   ],        ). 

Letting   available (co-registered) HR-PRS images 

(  ( )  {  
( )     

( )     
( )}              ), It is 

observed that, nevertheless the covered land-cover by all   
images and even the used sensor for imaging may be same, 

but most corresponding pixels in   images have different 

values. This phenomenon can be seen easily in the first 

scene images and Figure 1 that are obtained using IRS-P5 
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satellite. Comparing values of first scene images, pixel by 

pixel, it can be observed that only 0.84% of pixels have 

same values in both images, for 62.54% of pixels, image A 

and for the remainder (36.61%), image B has more values 

(e.g. under shadow region of image A, mentioned by 

circle). Therefore, the minimum and maximum of 

observed values sets can be defined as follows: 
 

     {  
        

   }         
    

                 {  
( )     

( )}             (1) 
 

     *  
        

   +         
    

                  {  
( )     

( )}             (2) 
 

According to above notes and also considering the 

variation of   
( )

 and  ̌  (   
( )  [  

      
   ]  and  ̌  

[ ̌ 
     ̌ 

   ]) each point of land-cover will belong to one 

of two following categories based on the relation between 

actual values range ([ ̌ 
     ̌ 

   ]) and range of obtained 

values by   images ([  
      

   ]). 

 First category land-cover points are not influenced by 

unwanted and unexpected happenings (such as 

placing under white cloudy dot or in the shadow 

region) in the input images. Since the (radiometric 

and geometric) preprocessing cannot model and 

remove sensor and atmosphere defects completely, 

this category is affected only by un-modeled (or 

more precisely, weak modeled) causes of sensor and 

atmosphere, named as un-sensible noise in this paper. 

The considered model for atmosphere, compose of 

various probability distributions (for example see 

[34]), is an acceptable reason for this fact that 

atmosphere defect cannot be removed from RS 

images completely. Therefor the relations between 

variation ranges of   
( )

and  ̌  for each point of this 

category will be one of nine states Figure 2-A. For 

this group of pixels, the actual value  ̌  (  ̌  

[ ̌ 
     ̌ 

   ]  is shown by bilateral black vector in 

Figure 2-A) is influenced by un-sensible noise. So 

the variation range of obtained values by input 

images (  
( )  [  

      
   ]  is shown by one sided 

blue vector in Figure 2-A) will be small and in the 

order of  ̌ variation range. 

 Second group points are affected by un-wanted (un-

expected) noise (e.g. placing in shadow or white 

cloudy dots) in addition un-sensible one, at least in 

one input image. This group of pixels is supposed to 

be affected by un-sensible noise as the simplest state 

(top-left state of Figure 2-A). Major reason of this 

assumption is more role of un-expected noise 

comparing the un-sensible one in the values of these 

pixels. The relation between the variations ranges of 

  
( )

and  ̌  in this pixels categorization will be 

accessible through one of following three states, 

Figure 2-B:D. 

According to the mentioned notes, a segmentation 

methodology must be selected that obtain noise-free 

labels (segments) for all land-cover points using multi-

images, of which the pixels would have each states of 

Figure 2-A:D. 

In the other view, according to relations (1) and (2), an 

 -dimensional hyper-cube can be defined as the input 

space in segmentation of land-cover using multi-images. 

The range of each dimension (for example the dimension 

 -th) is from   
    to   

   . For     this input space is 

illustrated in Figure 2-E. 

According to above explanations (performed 

categorization) it can be concluded that it is very probable 

(except in  ̌  [  
      

   ] cases) to present the actual 

values of land-cover points ( ̌  * ̌     ̌     ̌ +) by a 

point in this hyper-cube (inside it or on its boundary). 

This point which can be named as the optimum point in 

the input space (OPIS) is unknown when only RS 

images are used to segment and any ground truth data is 

not available. Obviously, applying the clustering method 

(e.g. FCM) on the OPIS, the optimum response (optimum 

centers and membership values and finally optimum 

segmented image) can be reached. 
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Fig. 1. The first land-cover images (left: A and right: B) and corresponding values of mentioned regions by          . 

 

 

 

 

 

Fig. 2. The corresponding figures of land-cover points categorizing; the variation ranges of actual pixel number ( ̌  [ ̌ 
     ̌ 

   ] is shown by bilateral vector) 

and the obtained values by   input images for  -th pixel (  
( )  [  

      
   ] is shown by one sided vector), where in A it is influenced only by un-sensible noise 

in all   input images; in B it only is placed in shadow at least in one input image, in C it only is placed under white cloudy dot at least in one input image, in D it is 

placed in shadow and white cloudy dot at least in two separate input images; E. The input space of multi-images segmentation (hyper-cube for    ) 

 

3. Preliminaries 

In this section, as the proposed method is based on the 

conventional FCM, a description of FCM will be given 

concerning the special manner in which it is applied on 

crisp numbers. Then symbolic interval numbers as the 

simplest fuzzy numbers type along with the FCM 

applying on them, are explained. 

3.1 FCM Algorithm and Crisp Numbers 

The fuzzy c-means (FCM) algorithm, the best-known 

clustering algorithm, has been used in a wide range of 

engineering and scientific disciplines such as medicine 

imaging, bioinformatics, pattern recognition, and data 

mining [35,36]. FCM clustering method assigns fuzzy 

memberships to each input member. This method is fuzzy 

equivalence of the nearest center “hard” clustering 

method. The aim of FCM algorithm is minimizing the 

following objective function (  (   ) ) with respect to 

fuzzy memberships   [    ]    and cluster centers 

  *            +, 
 

 (   )  ∑ ∑     
   (     )

 
   

 
      (3) 

 

  (     )  (     )
 (     )  ‖     ‖

  (4) 
 

Where   is the number of input numbers,   is the 

number of clusters,   *            +  is the set of 

input numbers which is a finite set of  -dimensional 

vectors on the real numbers (   [           ]
 
    

for        ) and     is the fuzziness index. The 

matrix   [    ]    is called the fuzzy membership 

degree with following constraint: 
 

{
     ,   -                             

∑     
 
                 

 (5) 
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Where      is the membership grade of  -th input 

number to  -th cluster.   *            + is the cluster 

prototypes (centers) set,    [           ]
 
    for 

        is the center of  -th cluster and   (     ) 
denotes the Euclidean distance of    and    in  -

dimensions space. 

Creating Lagrange function  (     )  and using 

Lagrange multiplayers           , the objective 

function  (   ) can be minimized subject to constraints 

(5) to conclude updating relations as follows: 
 

 (     )  ∑ ∑     
   (     )

 
   

 
    

∑   (∑     
 
     ) 

       (6) 
 

  (     )      ⁄           

(∑ .
  (     )

  (     )
/

 

    
   )

  

    (7) 

 

  (     )    ⁄         
∑     

   
 
   

∑     
  

   

  (8) 

 

where   (     )  (     )
 (     )  is the 

euclidean distance of    and    and         and 

       . 

3.2 FCM Algorithm and Non-Crisp Numbers 

Since for all studied scenes (land-covers) in this paper 

only two HR-PRS images are available and symbolic 

interval numbers are the best fuzzy (non-crisp) numbers to 

represent two available values of a fact (in this paper, each 

land-cover point), in this sub-section the symbolic interval 

numbers as the simplest non-crisp (fuzzy) numbers are 

introduced and discussed. A non-crisp number  ̃  will be 

supposed as a symbolic interval number (SIN) if its 

membership function be expressed as follows [37]: 
 

  ̃( )  {
          ̃      ̃
                 

   (9) 

 

A SIN  ̃ can be denoted with its start point (  ̃) and its 

end point (  ̃) as  ̃  (  ̃   ̃)   . 

Suppose two symbolic interval numbers  ̃  and   ̃  in 

  dimensions space,   ̃  { ̃     ̃       ̃   } ,  ̃    

.  ̃      ̃   /   
 and   ̃  { ̃     ̃       ̃   } ,  ̃    

.  ̃      ̃   /   
 for          . The used metric 

(dissimilarity or distance) for SINs in [37], as the simplest 

metric in the symbolic interval numbers case which is 

used in this paper, is as follows: 
 

  ( ̃   ̃ )  ∑ (.  ̃      ̃   /
 

 .  ̃      ̃   /
 

)
 
     (10) 

 

Based on above metric, the FCM can be applied on 

SINs as follows [37]: 

      

 ̃  
{ ( ̃  )  ∑ ∑     

  
     ( ̃   ̃ )

 
   }

            ∑     
 
                       

   

{
 
 
 

 
 
 
     (∑ .

  ( ̃   ̃ )

  ( ̃   ̃ )
/

 

    
   )

  

  ̃    
∑     

  
     ̃   

∑     
  

   

  ̃    
∑     

  
     ̃   

∑     
  

   

   (11) 

 

Having fulfilled the preliminaries, the proposed 

method will be presented in the next section. 

4. Proposed Method 

This section of paper proposes a land-cover 

segmentation algorithm using available multi HR-PRS 

images from the land-cover and compares it analytically 

with other methods in the following sub-sections. 

4.1 Descriptions 

The structure of the proposed method, containing 5 

blocks, is as Figure 3 which will be explained 

consequently block by block. 

HR-PRS input images: As mentioned,   HR-PRS 

images with same spatial-resolution are considered as 

input images. These images, registered together and 

denoted by  ( )  {  
( )     

( )}         belong to 

same unchanged scene. 

Pixels fuzzifying: As mentioned in introduction, the 

nature of proposed method and the considered problem in 

this paper differs with normal concept of RS images 

fusion [3]. But in the other view, the proposed method 

can be considered as a method to fuse multi HR-PRS 

images and applying the segmentation process on the 

fused image. On the other hand, fuzzy concept, in 

comparison with crisp one and in the way it was 

described, can represent land-cover points completely 

when multi images are available. Therefor the proposed 

method considers a fuzzy (non-crisp) number value for 

each fused image pixel. This fuzzy number is obtained 

using   available values for each land-cover point. The 

fuzzy number can be a symbolic interval type fuzzy one 

in the simplest state. LR-Type, Gaussian (normal), 

triangular, trapezoidal and etc. are other types of fuzzy 

numbers that can be used. Since, in this paper only two 

images are available for each land-cover (   ), based 

on two available values for each land-cover point, the 

small one is considered as   
    and the other one as   

   . 

Finally, each pixel in the fused image is demonstrated by 

 ̃   ̃      (  ̃    ̃ )   
 (  

      
   )

   
, indeed, 

  ̃    
    and   ̃    

   . 
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FCM and Determine optimum clusters number: 
let‟s suppose that we want to cluster the land-cover (fused 

image) to   (   ) clusters. The proposed method applies 

FCM on the fused image, just one time and according to 

the mentioned procedure in section (3.2), to obtain a 

single segmented image for each land-cover. As far as a 

mathematical based fusion concerns, the proposed method 

can be presented as follows: 
 

 ̃        (  
( )     

( )     
( ))  

      

 ̃  
{ ( ̃  )  ∑ ∑     

  
     ( ̃   ̃ )

 
   }

            ∑     
 
                       

 (12) 

 

Where, the notation ̃  is used to represent fuzzy (in 

this section, symbolic interval) numbers,   is the number 

of per input image pixels (or under-studying land-cover 

points),   is the number of clusters,  ̃  * ̃     ̃ + and  ̃  
is the center of  -th cluster,  ( ) represents the distance of 

two SINs according to (10),     is the fuzziness index 

and the matrix   [    ]    is called the fuzzy 

membership degree. 

It must be mentioned, one of problems in image 

segmentation is obtaining optimum number of segments 

for each input land-cover [38]. In the clustering based 

segmentation methods, this is equivalent to optimum 

clusters number determination process (named OCNDP in 

this paper) for the fused image usually performed by 

optimizing a cluster validity index where varies with the 

number of clusters [39]. This paper uses Xie–Beni (XB) 

cluster validity index [40] for finding the optimum 

number of clusters. The XB index is defined as a function 

of total variation ratio to clusters‟ centers minimum 

separation as follows: 
 

  ( )   (    
   {  (     )})⁄    (13) 

 

Where,   is the minimized objective function by 

clustering algorithm, and    and    are two separate 

clusters centers. 

Since the centers in the proposed method are non-crisp, 

   and    are replaced by  ̃  and  ̃  respectively in equation 

(13) and   ( ̃   ̃ )  is obtained using equation (10). 

Therefore, the optimum number of clusters  ̂  can be 

achieved for each land-cover using the following equation: 
 

 ̂  
      
 
  ( )    (14) 

 

As a result, outcomes of FCM applied on the fused 

image (where the number of clusters is  ̂) are considered 

to be the output of this block and consequently, input for 

the next block (Defuzzification). 

Defuzzification: Having clustered fused image (to  ̂ 
clusters), to assign the pixels to correspondent segment, it 

is decided according to maximum membership value. 

Each pixel will be assigned to the cluster containing the 

highest membership value comparing other clusters. 

Hence by sorting the clusters based on their centers 

absolute values in an ascending order from 1 to  ̂  and 

labeling the pixels, the segmented image for each land-

cover will be resulted. 

4.2 Analysis and Comparisons with other 

Segmentation Methods 

Concerning input and output space (Figure 2.E), the 

proposed method selects all input space points and applies 

FCM (and consequently performing OCNDP) on one shot. 

Eventually, the optimum result will be among the 

obtained answers and can be achieved using a suitable 

metric and defuzzification process. Interestingly, 

achieving this important advantage, the computational 

complexity in this method would be to the order of 

classical methods [27,28] (one time using from clustering 

method and OCNDP). Classical methods [27,28] select a 

single point from the input space (which is equivalent to a 

single input image) and apply clustering method and 

OCNDP on that point to obtain land-cover segmentation 

results. It is seen the considered point from input space in 

these methods (and consequently the resulted outcomes) 

is absolutely different with the OPIS. Consequently, the 

obtained segmentation results would similarly differ with 

the actual ones (obtained results by ground experiments). 

From this point of view, the proposed method is a highly 

extended form of the classical methods. It means, the 

number of selected points from input space to 

segmentation, denoted by  ́, in the classical methods is 

limited ( ́   ), but in the proposed method is unlimited 

(  ́    ). Therefore, the proposed method no have 

classical methods defect, high distance between the 

optimum and resulted answer. 
 

 

Fig. 3.The block diagram of the proposed method. 

Comparing the proposed method with other multi-

images segmentation methods [21-23,29-33], they apply 

clustering on   images or   points of input space (  ́   ) 
and result output which is obtained by fusing these 

clustering outputs with the help of conventional fusion 

methods (perform fusing in the decision stage by using a 

known and conventional method e.g. Dempster- Shafer 

evidence theory). In addition to the mentioned defect of 

classical methods, the ambiguity in the number of 

optimum clusters determination (because, each input 

image may obtain different number in OCNDP), the way 

to fuse the   segmentation results and very high 

computational complexity (because of two reasons: 1.   
times performing OCNDP applied on   input images 

separately while this action is time-consuming even for 

one time or one image; 2. Applying clustering method on 
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  input images) are other defects of these methods. 

Finally, we can summarize these comparisons as Table 1. 

Eventually, it can be listed the advantages of the 

proposed method as follows: 

1. Low computational complexity and avoiding 

confusion in OCNDP performing. 

2. Considering OPIS as the input for segmentation 

and consequently obtaining the optimum response. 

3. Reduction of pixels values variation effects on the 

segmentation results (because of the fuzzy clustering 

method‟s robustness versus the noise [41]). 

4. Using various existent metrics for symbolic interval 

numbers [37,42-44] in the FCM applying and 

obtaining various correspondent responses, where 

each of them have their own different properties. 

Capability of detecting the pixels containing high 

uncertainty (the land-cover points with high available 

values ranges). This capability can provide supervised 

decision about them. 

4.3 New Interpretation and Comparison with 

Conventional Fusion Methods 

In this subsection, the proposed method will compare 

in details with the known conventional fusion methods by 

mathematical analysis, where they fuse the input images 

and result a crisp fused image. Then the conventional 

FCM is applied on the resulted fused image. It must be 

mentioned, for simplicity, in this sub-section it is 

supposed    . 
In continue, firstly the performances of the 

conventional min, max, mean, median, OWA and 

Kalman-filter fusion methods are analyzed in the input 

space Figure 2-E, for    . Then by proposing suitable 

cost functions, it will be shown that the proposed method 

have better performance in compare to them. 

The min, max, mean and median operators (or fusion 

methods) have fix performance and result a fix point from 

the input space in the presented problem statement (input 

space Figure 2-E, for    ). While the location of fusion 

results in these methods are illustrated in Figure 4, their 

performances can be expressed mathematically as follows: 
 

         (  
( )   

( ))        (  
      

   )  

{

  
                       

  
                       

(  
      

   )  ⁄                           

 (15) 

 

The OWA fusion method is a general form of 

examined methods min, max, mean and median. The 

OWA performance in the considered problem can be 

represented as follows: 
 

         (  
( )   

( ))     
( )  (   )  

( )         

                           (16) 
 

where the weight value   usually is satisfied by 

optimizing an specific cost function. For example in the 

availability of ground truth data  ̌  * ̌     ̌     ̌ +, the 

considered objective function for optimizing can be the mean 

square error between the fused values *  +   
  and the actual 

ones * ̌ +   
  as follows that must be minimized. 

 

   ∑ (    ̌ )
  

        (17) 
 

Indeed the OWA checks the    value for all allowed 

  values (     ) and selects the best   value, where 

the    will be optimized. This concept is equivalent to 

checking all points on the main diagonal of input space 

rectangle, point by point, and selecting the best one (as 

illustrated in Figure 4). 

In the last case, the Kalman filter fusion method is 

examining. This method is as same as the OWA method 

with this difference that an additive white Gaussian noise 

has been added. The corresponding relation for this fusion 

method in the examining problem state is as follows: 
 

         (  
( )   

( ))     
( )  (   )  

( )  

               (   
 )                  (18) 

 

The resulted point set using the equation (18) is 

illustrated in Figure 4. It must be mentioned, the wideness 

of searching region (region denoted by  in Figure 4) is 

related to the variance of the additive noise. By increasing 

the variance, the wideness region will grow up and may 

reach to the better response; against the probability of 

reaching to the best point in searching region (the nearest 

point of search region to the OPIS) will be decreased and it 

will be a time-consuming process and vice versa. 

Generally the set of mentioned points from the input 

space by these fusion methods (represented by        ) 

can be represented by equations of (19). 

It is observed, the conventional fusion methods 

consider a fix point (min, max, mean and median methods) 

or search within points on the line (the OWA method) or 

its around (the Kalman filter method), point by point, to 

get the best point in the search region. While the OPIS is 

not located in the search region necessarily. 

Against, the proposed method consider all input space 

points one shot (not by search and testing point by point, as 

same as the examined methods) and results the best point 

from input space (nearest point to OPIS) as fusion method 

output. Therefor the set of mentioned points from the input 

space by proposed method can be represented as follows. 
 

            {               |  
         

   } (20) 
 

Comparing the mentioned points sets of introduced 

methods, the following equation can be concluded. 
 

                                                  (21) 
 

In order to compare the various examined fusion 

methods, supposing availability of OPIS (ground truth 

data), the minimum distance achievable by each fusion 

method (by performing full search in OWA and Kalman) is 

proposed as an objective function in this paper as follows: 
 

             .∑ ‖      (  
( )     

( ))   
   

 ̌ ‖
 
/              (  

( )     
( ))           (22) 

Where „method‟ can be referred to each examined method. 
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Table 1. Summarizing comparisons of the proposed method with other land-cover segmentation methods [21-23, 27-33] 

Property 
Method 

Number of considered points 
from input space as input ( ́) 

Number of performing clustering 
method and OCNDP 

Existing the ambiguity in 
OCNDP for each land cover 

Proposed method    (contain the optimum point 
in input space) 1 No 

other multi-images segmentation 
methods [21-23, 29-33]     Yes 

Classical methods [27, 28] 1 1 No 
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 (19) 

 

 

Fig. 4. The input space of multi-images segmentation and proposed method ( ); resulted points by fusion methods min ( ), mean ( ),median ( ) 

and max ( ); resulted possible regions by fusion methods OWA ( ) and Kalman ( ). 

 

Computing equation (22), independent from the exact 

location of  ̌, according to (21), following relation can be 

concluded: 
 

                                

                                   (23) 
 

It has been observed that the fusion result point in the 

proposed method is nearest to OPIS in compare to other 

fusion methods. 

5. Simulations Results 

The simulations are performed in two cases and 

results are reported in this section. Simulations are 

performed on a PC equipped with an Intel(R) core(TM) i7 

cpu 960 @ 3.20GHz processor, 6GB-RAM and using 

Win-7 64-bits and Matlab 2012-a. 

Case 1. In the first case, to subjective evaluation of 

the proposed method, it is applied on the images of Figure 

1. Let we want to segment the corresponding land-cover 

of Figure 1 to 5 segments. The resulted image and 

corresponding labels (of mentioned region by     ) using 

proposed method is illustrated in Figure 5. To compare it 

with conventional FCM, FCM is applied on the both 

images of Figure 1 too. Resulted images and labels of 

mentioned region by      in this case are as Figure 6 and 

Figure 7. It is observed, while shadow effects the resulted 

image by FCM in the first image (mentioned by circle), 

but in the proposed method result and FCM applied on 

the second image, shadow effect is not noticeable. 

Furthermore, while the proposed method obtain only one 

label for each point, FCM generally obtain 2 (L) various 

labels for each point. Generally, independent from the 

number of land-cover images or L, only one label is 

derived using proposed method for each pixel, as same as 

the conventional fusion ones. Against, classical methods 

may outcome various labels for a unique scene pixels 

generally. This event causes confusion in the segmentation 

by FCM (generally, for classical methods case). 

After this subjective evaluation, in continue, the 

proposed method will be compared with some classical 

fusion based methods, such as, min, mean and max in the 

next section. 

 

 

 
 
 

Min 

Max 

Mean or 

Median 
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Fig. 5. The resulted image and corresponding labels of mentioned region by  in segmenting the first land-cover (Figure 1) using the proposed 

method. 

  

Fig. 6. The resulted image and corresponding labels of mentioned region by  in segmenting the first image of Figure 1 using the FCM. 

  

Fig. 7. The resulted image and corresponding labels of mentioned region by  in segmenting the second image of Figure 1 using the FCM. 
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Case 2. In this case to objective evaluation of 

proposed method, it is applied on the second land-cover 

images that are illustrated in Figure 8. This scene is 

located in south of Iran, with geographical location of 

26.67-26.8 N and 56.04-56.06 E. Two corresponding 

images are obtained using Geoey-1 (0.5 m spatial 

resolution) and IRS-P5 (2.5 m spatial resolution) 

panchromatic sensors. These images are resampled and 

registered together and have same size (1000*1000 

pixels). In order to obtain Ground truth (GT) data for 

accuracy assessment, a planimetric map of this area is 

utilized. This map is illustrated in Figure 9-A, B. 

As it can be seen, the map shows exact location and 

structure of roads, buildings, sea, seaside and etc. While 

in accuracy assessment process, label of each point is 

needed. Therefore by using this map, on the first image of 

land-cover where it seems be more accurate, 4 classes 

(sea with black DN, main road with new and dark asphalt, 

sidetrack with old and bright asphalt and building‟s roof 

with white DN ) are selected and labeled to 1, 2, 3 and 4 

respectively, according to DN increasing manner. These 4 

classes that are assumed as GT data, illustrated in Figure 

9-C, D. By obtaining the GT, in continue the proposed 

method will be compared objectively with classical fusion 

based segmentation methods. In the classical fusion based 

segmentation methods, named as CFSM-1, CFSM-2 and 

CFSM-3, the input images are fused using min, mean and 

max operators respectively. Then FCM is applied on the 

fused image, to get the segmented image. The 

performance of these 4 methods (proposed and 3 classical 

fusion based segmentation ones) are evaluated and 

compared together in 3 aspects. In the first case, the 

running time of these methods, in segmenting the land-

cover to 2, 3, 4, 5 and 6 segments, are measured and 

reported in Table 2. It is observed that because of the 

random nature of methods the ranking of them is 

changing by change the number of segments. But it can 

be concluded all methods have same performance, 

however the proposed method has rapid convergence in 

the low number of segments. 

In the next case study, resulted optimum number of 

clusters by methods is examined in Table 3 by 

minimizing the XB cluster validity index. Each method 

obtain only one number to optimum number of segments, 

independent from the number of input images. 

 

 

   

Fig. 8. The second land-cover images (left: A and right: B). 
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Fig. 9. A: The planimetric map of second land-cover (Figure 8); B: The planimetric map is situated on the Figure 8-A image; C: 4 classes (sea with black 
DN, main road with new and dark asphalt, sidetrack with old and bright asphalt and building‟s roof with white DN) are selected and labeled to 1, 2, 3 

and 4 respectively on Figure 8-A image, other pixels are Checkered; D: Figure 9-C image is situated on the Figure 8-A image. 

 

In the last study case, the accuracy assessment of these 

4 methods and some conventional and new satellite 

images segmentation methods (Combination HMRF and 

Expectation Maximization [29], Kernel Level Set 

Segmentation [45], Multilevel thresholding based on 

Electro-magnetism Optimization [46] and Harmony 

Search Optimization [47], Gaussian mixture model [48] 

and Expectation maximization [49]) will be examined in 

the segmenting of land-cover to 4 segments. For this 

purpose, validity indices overall accuracy (OA) and 

Kappa (Ka) are utilized. Simulation results of this case 

are reported in Table 4. 

It is observed, since the image Figure 8-A is 

influenced by shadow, furthermore, the slave roads are 

asphalted partially in the image Figure 8-B, the resulted 

segmentation by min fusion operator (CFSM-1) has the 

worst performance. Resulted segmentation by mean 

fusion operator (CFSM-2) is influenced by the mentioned 

error cautions (for CFSM-1 too), however less than 

CFSM-1. Although since the max fusion operator do not 

influenced by the mentioned error cautions, has the best 

performance. This arrangement could be inverse, if the 

error cautions would increase the DN of pixels, e.g. 

placing the region under the white cloudy dots. Against, 

the proposed method (PM) always has the acceptable 

performance, independent from the nature of error 

cautions. The performance of the other segmentation 

methods (Combination HMRF and Expectation 

Maximization [29], Kernel Level Set Segmentation [45], 

Multilevel thresholding based on Electro-magnetism 

Optimization [46] and Harmony Search Optimization [47], 

Gaussian mixture model [48] and Expectation 

maximization [49]) is similar to CFSM-2, because of 

averaging performance when they are applied on all scene 

images. Finally the segmented images by using the 

proposed and 3 classical fusion based methods are 

illustrated in Figure 10. 

As the conclusions of simulation results, growing the 

RS satellites in last years, has been increased extremely 

the available RS data from environment. Nowadays, 

automatic and body-free processing and exploitation of 

this massive amount of data is a challenging and 

interesting subject. On the other hand, the images with 

nearby DNs to OPIS outcome good results, in the 

conventional segmentation methods, where they would 

apply only on the one single image. But there is no 

general method to get the image with nearby DNs to 

OPIS. In some regions, there is no OPIS or any 

knowledge to choice the image with nearest DNs to 

reality. Therefore, this paper proposes a new method to 

automatically utilizing of massive available RS data from 

environment and getting the good response in 

segmentation. However this good response will differ 

with obtained response by OPIS, but it is acceptable. This 

paper is the first work to this purpose. In the future by 

extending the used fuzzy numbers, metrics and etc. it is 

going to get the better responses, in the case of using 

multiple RS images. 

6. Conclusions and Future Works 

Land-cover segmentation using remotely sensed images 

is a challenging research topic. This paper proposed a 

method to fuse multiple panchromatic images in one fuzzy 

image. Finally, by applying the FCM on the resulted fuzzy 

image, a single segmented image was obtained for each 

land-cover. Some reported comparisons and mathematical 

analysis showed the better performance of the proposed 

method, in compare to the classical segmentation methods 

and conventional fusion methods. The performance of the 

proposed method also was studied when applied on two 

various scenes (different land-cover type). Simulation 

results showed the novelty and acceptable performance of 

the proposed method in noise-free segmentation and run 

C D 

A B 
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time terms. Since there is a direct relation between the 

performance of the proposed method and increasing the 

number of images for each land-cover type, in the future by 

obtaining more images for these land-covers, it will be tried 

to increase the robustness of the proposed method versus 

noises. Furthermore, the simplest state of non-crisp 

(symbolic interval) numbers and also its simplest 

correspond metric were used in this paper. By improving 

them in the future works it will be tried to grow up the 

performance and efficiency. 

 

Table 2. Running time of proposed and 3 classical fusion based segmentation methods 

Num. of Seg. 

Method 

2 3 4 5 6 average 

Rank Time Rank Time Rank Time Rank Time Rank Time Rank Time 

PM 1 2.756 1 6.954 1 13.214 4 25.072 4 30.43 2 15.69 

CFSM-1 2 5.01 2 7.4 4 16.62 2 21.78 2 26.13 1 15.39 

CFSM-2 4 5.78 3 9.55 3 16.57 1 21.76 3 26.15 3 15.96 

CFSM-3 3 5.64 4 11.6 2 15.65 3 21.78 1 26.05 4 16.14 

Table 3. Resulted optimum number of clusters by proposed and 3 classical fusion based segmentation methods by minimizing the XB cluster validity index. 

Num. of Seg. 

Method 

2 3 4 5 6 Optimum 

XB XB XB XB XB Arg min XB 

PM 0.126241 0.141 0.16848 0.165728 0.144674 2 

CFSM-1 0.08256 0.071798 0.074929 0.068398 0.07151 5 

CFSM-2 0.091861 0.08136 0.078047 0.072338 0.075637 5 

CFSM-3 0.097709 0.074982 0.07521 0.075045 0.078609 3 

Table 4. Resulted overall accuracy (OA) and Kappa (Ka) indices in the accuracy assessment of proposed, 3 classical fusion based segmentation methods 

and 6 conventional and new satellite images segmentation methods. 

Index 

Method 

%OA %Ka 

Rank Value Rank Value 

PM 2 57.35 2 41.06 

CFSM-1 9 56.33 10 38.25 

CFSM-2 3 57.16 5 40.38 

CFSM-3 1 68.27 1 56.07 

[29]  8 56.53 7 39.51 

[45]  4 57.15 4 40.67 

[46] 10 55.78 9 38.36 

[47]  5 57.11 3 40.84 

[48]  6 56.67 6 39.57 

[49] 7 56.58 8 39.49 
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Fig. 10. The resulted images in segmenting of second land-cover by using proposed (A) and 3 classical fusion based segmentation methods (B: CFSM-1, 
C: CFSM-2, D: CFSM-3). 
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