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Abstract 
Speech detection systems are known as a type of audio classifier systems which are used to recognize, detect, or mark 

parts of an audio signal including human speech. Applications of these types of systems include speech enhancement, noise 

cancellation, identification, reducing the size of audio signals in communication and storage, and many other applications. 

Here, a novel robust feature named Long-Term Spectral Pseudo-Entropy (LTSPE) is proposed to detect speech and its 

purpose is to improve performance in combination with other features, increase accuracy and to have acceptable performance. 

To this end, the proposed method is compared to other new and well-known methods of this context in two different 

conditions, with uses a speech enhancement algorithm to improve the quality of audio signals and without using speech 

enhancement. In this research, the MUSAN dataset is used, which includes a large number of audio signals in the form of 

music, speech, and noise. Also, various known methods of machine learning are used. As well as criteria for measuring 

accuracy and error in this paper are the criteria for F-Score and Equal-Error Rate (EER), respectively. Experimental results 

on MUSAN dataset show that if the proposed feature LTSPE is combined with other features, the performance of the 

detector is improved. Moreover, the proposed feature has higher accuracy and lower error compared to similar ones.  
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1. Introduction 

One of the most critical issues in audio signal 

processing is processing audio signals in which there is a 

combination of human speech with other sounds like 

various types of noises, animals' sound and various 

sounds of different environments. For example, audio 

signals recorded from speeches, radio, TV, and satellite or 

different conversations can be mentioned. These audio 

signals include various types of speech sound signals. 

In some applications like the file size reduction, 

quality enhancement [2-4], compression, bandwidth 

usage optimization, detection & identification [5-11], 

and other applications [12-16], it is needed to detect 

human speech or remove silence and environmental 

noises from human speech. Speech detection systems are 

known as a type of audio signal classifier systems which 

are used to separate, detect, or mark parts of an audio 

signal which includes human speech.  

2. Literature Review 

In this section, some of the methods and features for 

speech detection are mentioned, which are well-known and 

applicable in speech processing context, and are used here 

to compare their performances with the proposed method. 

One of the most popular and oldest features is Mel-

Frequency Cepstral Coefficients (MFCC) [17].  

Long-Term Signal Variability (LTSV) and LTSVG 

(LTSV Gammatone) features [18] are other features 

which are used for comparison. The LTSV for each frame 

of audio signals is equal to the entropy variance of each of 

the frequency bins in that frame. Also, the initial idea of 

LTSPE feature is inspired by this algorithm.  

Another method is Multi-Band Long-Term Signal 

Variability (MBLTSV) [19], which is a type of LTSV in 

which frequency scale is warped [20]. The spectrum is 

divided into predetermined parts which are known as bands, 

and LTSV is applied to each band. This process improves 

MBLTSV significantly. Another feature which is used in this 

research is Long-Term Spectrum Divergence (LTSD) [21].  

Other new features and methods that have been 

employed in audio signal processing context are also used. 

One of these methods is the method has been proposed by 

Sadjadi [22] which includes four features called 

Harmonicity (a.k.a. harmonics-to-noise ratio), Clarity, 

linear prediction (LP) error and harmonic product 

spectrum (HPS). And the other is a method that has been 

proposed by Drugman [23] which includes three features 

called Cepstral Peak Prominence (CPP), Summation of 

the Residual Harmonics (SRH) and SRH*. Readers are 

encouraged to refer to the references for more details. 
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3. Long-Term Spectral Pseudo-Entropy (LTSPE) 

The purpose here is to introduce a new feature called 

long-term spectral pseudo-entropy to recognize and detect 

speech. Due to long-term characteristics and noise 

resistance, this feature can be recognized as a robust feature. 

LTSPE method is inspired by LTSV [18]. The main 

difference of the proposed method with LTSV is that the 

proposed method calculates entropy along the frequency 

axis, but in LTSV, entropy is calculated along the time axis. 

Other differences between the proposed method and the 

similar methods are the differences in the initialization of 

parameters and measurement intervals. Also, the reasons 

for naming the proposed method to pseudo-entropy are the 

same differences with the usual entropy method. In 

principle, the LTSPE calculates a modified long-term 

entropy from the frequency spectrum of audio signals. 

After dividing the audio signal into frames with a 

predetermined size, Fourier transform of each frame is 

calculated, and the power spectrum of each frame is 

obtained, then these spectra are normalized. This process 

can be seen in Equations 1 to 4. 
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Where w(l) is window function and X(k, n) is a short time 

Fourier transform (STFT) for the n
th
 frame and k

th
 frequency 

bin. Moreover, Nw is the number of samples per window, and 

Nsh is the number of samples that are considered for frameshift. 
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Where Sx shows the power spectrum. 
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Where SM is the smoothed power spectrum, and SR is 

normalized smoothed power spectrum. k shows frequency 

bin and n is the frame index. M and R are even and positive 

numbers which specify smoothing and normalization 

intervals for the power spectrum of each frame.  

After all these steps, it is time to calculate entropy for each 

frame. Eq. 5 shows how entropy is calculated for each frame. 
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Finally, the variance of obtained entropies in a 

predetermined interval is calculated as in Eq. 6. 
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Where R2 specifies the variance interval, also mean 

entropy     ̅̅ ̅̅ ̅̅  is calculated as in Eq. 7. 
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As already mentioned, the main idea of LTSPE is 

inspired by the LTSV method. To better compare the 

LTSV with LTSPE, the calculation method of the LTSV 

is shown in equations 8 & 9. 
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For further details of these equations, and more 

familiarity with LTSV, refer to [18,19]. 

4. Evaluation and Results 

In order to evaluate performance and to obtain higher 

accuracy and less error in the speech detection process, 

the proposed method is compared with some of the robust 

and well-known features in speech detection context 

which were introduced in Section 2. 

MUSAN corpus [24] is used for evaluation. K-Nearest 

Neighbors (KNN) and Gaussian Mixture Models (GMM) 

are used for classification.  

In GMM method, 16 components are used to model each 

of the classes, and the number of repetitions of the EM 

algorithm is set to 100, and also the variance floor is set to 0.01.  

Mahalanobis distance is used in the KNN method, and also 

one neighbor (k = 1) is considered for the number of neighbors 

in this classifier. The reason for this choice is the higher 

accuracy in the experimental evaluation results. Moreover, in 

the reference [25], it has been stated that in the case where the 

number of training data goes to infinity, it is guaranteed in the 

classification with 1-NN (k = 1) that the probability of 

classification error is less than twice of the probability of Bayes 

error. And to the other word, the probability of classification 

error is less than twice the probability of optimal error. 

Also, to improve quality and decrease the noise of 

audio signals, Optimally Modified Log-Spectral Amplitude 

(OMLSA) speech enhancement algorithm [26] is used to 

improve the quality of speech signals. Of course, in 

principle, OM-LSA is a speech estimator for non-stationary 

noise environments that it is employed in this paper. 

For experiments, speech signals are selected from 

MUSAN corpus. The selected speech signals are used in 

experiments in two conditions: with OMLSA speech 

enhancement and without speech enhancement. Also, to 

train non-speech (silence & noise) class, which is here the 
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second class in classification algorithms, all noise and non-

speech signals of the MUSAN corpus are used. Different 

feature extraction algorithms are employed. The obtained 

features are used to train speech and non-speech classes by 

GMM & KNN. Frame size and frameshift are 25 & 12.5 ms, 

respectively. Parameters M, R, and R2 are set to 24, 16, and 

60. 13-dimensional Mel-Frequency Cepstral Coefficients 

are extracted from audio signals (c0-c12 are extracted). 

Finally, after creating the training models which are 

obtained by using KNN and GMM, the error of each 

method and classification accuracy are evaluated using 

EER (Equal Error Rate) and F-Score criteria in a 10-fold 

mode. Equations 10 and 11 show how these criteria are 

calculated. It is important to note that the values of all 

parameters and intervals are determined experimentally 

and in the optimum mode. Also, all the results shown in 

the tables and figures are obtained by the authors with 

implementing the methods in the MATLAB application. 
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Where the EER value is between 0 and 1. when the value 

of EER is zero, the best performance and the highest 

accuracy are achieved, of course, it should be noted, when 

the false acceptance rate (FAR) is as high as possible equal to 

the false rejection rate (FRR), this equation shows the EER.  
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Where F-Score has a value between 0 and 1, and it is a 

kind of harmonic average of Precision and Recall criteria, and 

when the value of this criterion is 1, best performance and the 

highest accuracy are earned. Moreover, according to [27], the 

calculation method of precision and recall is shown in Fig. 1. 
 

 
Fig. 1. Method of calculating the precision and recall criteria1. 

                                                           
1. Available: 

https://en.wikipedia.org/w/index.php?title=Precision_and_recall&oldid=

896900450. Accessed: May. 25, 2019. 

Obtained results are presented in Tables 1 and 2 and 

Figures 2 and 3. As can be seen in results, by considering 

ERR and F-Score, when the methods in non-combinational 

mode are used, the best performance is obtained with 

MBLTSV. However, if other methods and features are 

used in combinational mode, better options would be 

obtained like combining LTSPE and MFCC or fusion 

LTSPE and MBLSTV which give better results compared 

to when the methods are used non-combinational. 

It can be understood from results, that enhancing 

quality and reducing the noise of speech signals (speech 

enhancement) before speech detection, has opposite effect 

unexpectedly and decreases the accuracy of the speech 

detection system and increases classification error. This 

result must be accurate and acceptable because some 

details of the audio signals in the speech enhancement 

process are eliminated, which reduce the accuracy of the 

speech activity detection. Also, it should be considered 

that in this research, the speech enhancement process is 

entirely separate from speech activity detection.  

As it turns out from figures and tables, all in all, the 

LTSPE has the best results in comparison with similar features 

such as LTSV, LTSD, and LTSVG. Of course, it should be 

noted that the similarity of these features is comparable in that 

the output of these features is only one number per frame. 

Table 1. Comparing methods without applying OMLSA (%) 

 KNN GMM 

Features 

EER F-Score EER F-Score 

 Overall Speech 
Non-

speech 
 Overall Speech 

Non-

speech 

Drugman [23] 15.91 63.45 35.97 90.92 21.53 61.90 36.78 87.02 

LTSD [21] 15.94 63.49 36.10 90.89 23.55 66.57 48.40 84.74 

LTSV [18] 17.79 59.62 29.42 89.82 16.44 66.47 42.53 90.41 

LTSVG 15.83 64.09 37.25 90.94 12.56 73.74 54.77 92.71 

Proposed LTSPE 14.95 66.04 40.63 91.45 17.16 72.56 55.76 89.36 

Sadjadi [22] 18.06 59.32 28.98 89.66 32.72 57.41 36.92 77.91 

MBLTSV [19] 3.86 90.89 83.99 97.80 11.72 70.37 47.33 93.40 

MBLTSV+Proposed 

LTSPE 
2.40 94.50 90.36 98.63 13.29 76.66 61.34 91.97 

MFCC [17] 5.41 86.99 77.05 96.93 8.65 83.39 71.90 94.88 

MFCC+Proposed 

LTSPE 
3.90 90.78 83.77 97.79 7.29 86.04 76.40 95.69 

MFCC+LTSV 5.06 87.90 78.67 97.13 9.33 82.72 71.00 94.44 
 

 
Fig. 2. Comparing classification error in terms of EER in different 

conditions using different methods (%) 

 

https://en.wikipedia.org/w/index.php?title=Precision_and_recall&oldid=896900450
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Table 2. Comparing methods by applying OMLSA (%) 

  KNN  GMM 

Features 

EER F-Score EER F-Score 

 Overall Speech 
Non-

speech 
 Overall Speech 

Non-

speech 

Drugman [23] 16.51 62.27 33.97 90.57 33.38 55.43 33.04 77.81 

LTSD [21] 17.43 60.56 31.09 90.02 27.32 63.03 44.16 81.91 

LTSV [18] 19.40 55.82 22.74 88.91 23.50 58.99 32.19 85.79 

LTSVG 19.27 56.43 23.89 88.97 22.68 63.30 40.61 85.99 

Proposed LTSPE 17.48 60.48 30.97 89.99 35.36 65.87 56.36 75.37 

Sadjadi [22] 16.48 62.52 34.47 90.58 24.03 64.10 43.44 84.76 

MBLTSV [19] 5.51 87.11 77.35 96.86 16.79 63.38 36.44 90.32 

MBLTSV+Proposed 

LTSPE 
2.91 93.42 88.49 98.34 25.32 63.74 43.50 83.97 

MFCC [17] 5.71 87.26 77.79 96.72 17.53 81.86 69.78 93.93 

MFCC+Proposed 

LTSPE 
4.51 89.87 82.19 97.55 17.20 82.76 71.39 94.13 

MFCC+LTSV 8.32 80.50 65.39 95.61 19.28 79.78 66.89 92.68 
 

 
Fig. 3. Comparing classification accuracy in terms of F-Score using 

different methods (%) 

5. Conclusion 

The goal of this paper was to introduce a new feature for 

speech activity detection with the name, long-term spectral 

pseudo entropy (LTSPE). The LTSPE has been inspired by 

the LTSV method, and by making some changes to it has 

been proposed. One of the strengths of the proposed method 

is that, when combined with other methods, it improves the 

performance of those methods, even the methods with the 

highest accuracy, like MBLTSV and MFCC in evaluations. 

It should be mentioned that comparison in evaluations has 

been performed only in terms of accuracy and if the size of 

output data, processing time and calculations of the methods 

were considered for comparison, results would be different. 

For example, only four methods have been used in this 

research where their outputs, feature matrixes, have one 

column for each audio signal, i.e., four of the mentioned 

methods give a scalar for each input frame of audio signals, 

which indicates the smaller size of output data, fewer 

calculations and faster processing time. These four methods 

consisted of LTSV, LTSVG, LTSD, and LTSPE, that 

among them, and on average in all investigated moods, the 

proposed method LTSPE has had higher accuracy. 
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