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Abstract  
In this paper, the performance of meta-heuristic algorithms is compared using statistical analysis based on new criteria 

(powerfulness and effectiveness). Due to the large number of meta-heuristic methods reported so far, choosing one of them 

by researchers has always been challenging. In fact, the user does not know which of these methods are able to solve his 

complex problem. In this paper, in order to compare the performance of several methods from different categories of meta-

heuristic methods new criteria are proposed. In fact, by using these criteria, the user is able to choose an effective method 

for his problem. 

For this reason, statistical analysis is conducted on each of these methods to clarify the application of each of these methods 

for the users. Also, powerfulness and effectiveness criteria are defined to compare the performance of the meta-heuristic 

methods to introduce suitable substrate and suitable quantitative parameters for this purpose. The results of these criteria 

clearly show the ability of each method for different applications and problems. 
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1- Introduction 

Optimization is conducting a process to find the best 

acceptable answer by considering the limits and 

requirements of the issue. To solve an optimization issue, 

there might be different answers for the desired optimal 

parameter, in which function, namely the goal function, is 

defined to compare these answers and choosing an optimal 

answer. An optimization method must be able to extract 

the optimal answer for this function. The advance of the 

computer in the last five decades leads to the improvement 

of the optimization methods. Each of these methods has a 

different ability to solve an optimization problem. 

However, due to existing the great number of optimization 

methods, the most important question that arises is which 

method is suitable, and provides the best performance for 

solving the problem. These methods can be classified into 

three broad categories: Enumeration methods, calculates-

based methods, and random methods, which are explained 

in the following. 

Enumeration methods: In each iteration, only one point t 

belonging to the answer space is examined. This category 

of methods is simpler than the others in terms of 

implementation but needs considerable calculations. In 

these methods, no mechanism exists to decrease the scope 

of the search space, and the scope of the search space is 

very large. For instance, dynamic programming is an 

example of these methods that acts completely 

unintelligent [1, 2]. 

Calculates-based methods: In these methods, the set of 

necessary and sufficient conditions are used that apply to 

the answer to the problem. These methods usually use the 

gradients of the goal to search. It is possible that 

sometimes, due to discontinuity of the goal function. Its 

gradients cannot be calculable. Therefore, these methods 

also face challenges [3]. 

Random methods: One of the uncommon methods to find 

the optimal answer for a problem is to consider all of the 

possible answers. In this case, the goal function is 

calculated for all of the possible answers and at the end, 

the best answer is selected. In this case, the complete count 

leads to the exact answer to the problem. Using this 

method in practical problems, is not possible due to the 

vast range of possible answers for the problem. Given this 

issue, the effort is always to present methods that have the 

ability to decrease the search space. To solve this problem, 

random search methods such as heuristic methods and 

meta-heuristic methods are presented. This category of 
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methods is able to present a proper answer and close to the 

optimal answer in a limited time and unlike enumeration 

and calculates based methods. Random search methods are 

mainly based on enumeration methods except that they use 

additional information to guide the search. These methods 

are completely general in terms of the application area. 

They are able to solve very complex problems. 

The main problem of the heuristic methods is that they get 

caught in local optimal points and early converge to these 

points. Meta-heuristic methods are presented to solve this 

problem [4]. In fact, meta-heuristic methods belong to the 

category of methods that have a solution to exit local 

optimal points. These methods are able to be used in a 

broad range of problems. Optimization methods are used 

in various fields [5, 6]. The user chooses one of the 

methods based on the application.  

In this paper, we try to examine a set of methods and 

present statistical analysis. For this reason we determine 

the stability of each method and their real-time 

performance. Also, two new criteria powerfulness and 

effectiveness have been introduced and the performance of 

each methods has been examined by these two new criteria. 

In the next section, meta-heuristic methods from different 

categories are introduced. In the third section, benchmarks 

as well as conventional evaluation criteria (Best fitness, 

average run time and standard deviation) are introduced. 

Also, new criteria and statistical analysis have been 

introduced in this section. In the fourth section, the tests 

and results are reviewed. 

2- Meta-Heuristic Methods 

During the last three decades, the introduction of new 

meta-heuristic methods and also their application in 

different devices has been considerably increasing. In 

1983, Kirkpatrick proposed the simulated annealing 

method [7]. In 1992, Koza introduced the genetic 

programming method [8]. After that Walker et al 

introduced the first algorithm based on bee colonies in 

1993 [9]. In 1994, the term of meta-heuristic was used by 

Golver when introducing the tabu search method [10]. In 

1995, Kennedy and Eberhat introduced particle swarm 

optimization [11]. In 2002, Passino introduced the 

bacterial foraging-based method [12]. In 2008, a bio-

geography-based optimization algorithm was introduced 

by Simon [13]. Many methods in this area have been 

presented in the last decade. In 2014, the grey wolf 

algorithm was introduced by Mirjalili et al. [14]. In 2015, 

the Ant Lion Optimizer (ALO) was presented by Mirjalili 

[15]. In the same year, the moth-flame optimization 

algorithm was presented by Mirjalili [14]. In 2016, 

Mirjalili introduced dragonfly (DA), multi-verse (MVO), 

sine cosine (SCA), and whale optimization (WOA) 

algorithms for optimization [17-20]. In 2017, the salp 

swarm algorithm (SSA) was presented by Mirjalili [21]. 

Development of these algorithms has occurred at a high 

speed in recent years. 

These methods are able to exit the local optimal answers 

and move to the global optimal answer in a short period of 

time. The important factor in these methods is the dynamic 

balance between the exploration and exploitation strategies. 

Exploration is able to properly search the answer space. 

Exploitation strategy performs the search operation in 

spaces with more possibility and prevents the loss of time 

in search space in which the possibility of the optimal 

answer is low. Meta-heuristic methods are divided by 

categories of methods including methods based on single-

point and based on population, inspired by nature and 

without inspiration by nature, with memory and 

memoryless, and probabilistic-definitive. Some of the 

meta-heuristic methods are memoryless. They do not use 

the information obtained during the search. Some of them 

take advantage of the obtained information. Single point-

based methods change an answer during the search process, 

while population-based methods consider a set of answers 

during the search [22]. Generally, this type of method is 

slower comparing to the single-point methods but they are 

able to produce more desirable answers. However, due to 

the advance in computer calculation power, the 

population-based methods hold more importance. Among 

these methods, WOA, GWO, DA and SSA can be pointed 

out. All of these methods belong to the category of nature-

inspired methods which have memory and they are also 

based on population. Another category of these methods is 

presented in figure 1 [23]. 

2-1- Whale Optimization Algorithm (WOA) 

This method is inspired by social behavior, the mechanism 

of which is based on the social movement of humpback 

whales and how they hunt. Humpback whales are able to 

identify the location of the prey [20]. The primary location 

of the search agents in modeling the algorithm is 

considered to be close to the desired situation, and after 

determining the best search agent, other agents update 

their location according to that. This behavior is modeled 

through the Eq. (1) and Eq. (2). All the equations in this 

subsection are adopted from [20]. 

 ⃗⃗  |    ( )    ( )| (1) 

  (   )    ⃗⃗ ⃗⃗  ( )      ⃗⃗  (2) 
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Where t is the current iteration,    and    are the coefficient 

vectors,   ⃗⃗ ⃗⃗   is the location vectors for the best response 

obtained in the t iteration and    is the location vector. Also, 

  ⃗⃗ ⃗⃗   must be updated in each iteration in case of the 

existence of a better answer. Coefficient vectors    and     
are calculated with Eq. (3) and Eq. (4). 

             (3) 

       (4) 

Where   is decreased linearly from 2 to zero with the 

increase in iterations. Also, the vector   is a random 

number in the range between 0 and 1. 

Bubble-net attacking method (exploitation phase): In this 

attack, two methods of contraction blocking mechanism 

according to Eq. (1) and spiral updating location according 

to Eq. (2) are used. There is a 50% probability that the 

whale will choose one of these two mechanisms, and there 

is a 50% possibility that the whale chooses one of these 

two mechanisms. Each of these behaviors is 

mathematically modeled by Eq. (5) and Eq. (6). 

  (   )    ⃗⃗ ⃗⃗  ( )      ⃗⃗                                   (5) 

  (   )    ⃗⃗⃗⃗         (   )    ⃗⃗ ⃗⃗  ( )              (6) 

Where   is a random number between zero and one,   is a 

constant to define a logarithmic spiral shape, and it is a 

random number between 1 and -1,   ⃗⃗⃗⃗  is the distance of the 

lth whale to the prey, which is represented as Eq. (7). 

  ⃗⃗⃗⃗    ⃗⃗ ⃗⃗  ( )    ( ) (7) 

Search for prey (exploitation phase): In this method, 

random selection is used to update the search agents to let 

the algorithm perform a global search in the search space, 

which is modeled by Eq. (8) and Eq. (9). 

  (   )       
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗      ⃗⃗  (8) 

 ⃗⃗  |        
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗    | (9) 

Where       is the selected random location between the 

current population and | |    is chosen to make the 

search agents perform a global search.  

2-2- Grey Wolf Optimization Algorithm (GWO) 

Footnotes should be typed in singled-line spacing at the 

bottom of the page and column where it is cited.  

Footnotes should be rare. The grey wolf method is one of 

the methods inspired by social behavior. Grey wolf is 

considered as the highest-ranking hunter since there is no 

natural hunter for these animals. These wolves live in a 

group of 5 or 15, and their leader is recognized as alpha 

wolf (α). Alpha wolves are not the strongest members of 

the group but they are the best at managing it. The second 

category in terms of the hierarchy is the beta (β), which 

helps α in decision makings. If it is necessary, the β 

wolves who replace the alpha. The third category is the 

delta wolves (δ), and after that, is the omega (ω) wolves. 

To model the social behavior of the wolves, a random 

population is generated. The grey wolf algorithm takes 

advantage of three answers, namely alpha, beta, and delta, 

and omega answers follow these three answers [14]. To 

model the three phases, first, it is necessary for the points 

around the prey to be predetermined and then the wolves 

will start moving toward it and at the end, the attack will 

start. Location vectors of the wolves are modeled using the 

Eq. (10) and Eq. (11). All the equations in this subsection 

are adopted from [14]. 

  (   )       
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗      ⃗⃗  (10) 

 ⃗⃗  |        
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗    | (11) 

 

Fig. 1. Classification of meta-heuristic algorithms [23] 
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Where   is the running iteration,    and    are the 

coefficient vectors,   
⃗⃗ ⃗⃗   is the prey vector, and    indicates 

the location vector of a grey wolf. Vectors A and C are 

calculated using the Eq. (12) and Eq. (13). 

         ⃗⃗⃗      (12) 

      ⃗⃗  ⃗ (13) 

Where   reduces linearly from 2 to 0 with the increase of 

the iterations. Also,    and    vectors are random numbers 

between 0 and 1. To mathematically model the behavior of 

the grey wolves, it is assumed that the alpha (the best 

candidate), beta, and delta have the best information about 

the prey. Therefore, the three obtained answers are saved 

and the location of the other wolves is updated based on 

these answers. The Eq. (14) and Eq. (15) indicate the 

modeling of the wolves' behavior.  

  
⃗⃗⃗⃗  ⃗  |  

⃗⃗⃗⃗   
⃗⃗ ⃗⃗  ( )    |    

⃗⃗ ⃗⃗   |  
⃗⃗⃗⃗   

⃗⃗ ⃗⃗  ( )    |    
⃗⃗ ⃗⃗  

 |  
⃗⃗⃗⃗   

⃗⃗ ⃗⃗  ( )    | (14) 

  
⃗⃗⃗⃗    

⃗⃗ ⃗⃗     
⃗⃗⃗⃗      

⃗⃗⃗⃗    
⃗⃗ ⃗⃗     

⃗⃗ ⃗⃗       
⃗⃗ ⃗⃗  ⃗    

⃗⃗ ⃗⃗     
⃗⃗ ⃗⃗   (15) 

After calculating the  , point   will be updated as Eq. (16) 

in the next level. 

  (   )  
  
⃗⃗⃗⃗    

⃗⃗⃗⃗     
⃗⃗ ⃗⃗  ⃗

 
 (16) 

Finally, after finishing the iterations, the location of the 

alpha wolf will be selected as the optimum point. 

2-3- Dragonfly Optimization Algorithm (DA) 

The dragonfly algorithm is based on mass intelligence and 

inspired by nature. The main idea is based on the behavior 

of dragonflies while hunting for food and prey [17]. The 

mass behavior and mass formation of the dragonflies are 

performed for two purposes: prey which is called the static 

mass or nutrition, and the immigrant or dynamic mass. 

These behaviors are modeled by the Eq. (17). All the 

equations in this subsection are adopted from [17]. 

   ∑     
 
   

   
∑   

 
   

 
        

   
∑   

 
   

 
  

 

(17) 

Where    is separation,    is alignment, and    is cohesion. 

  is current location,   is the number of neighbors,    is 

the  th neighbor, and    is the speed of the  th neighbor. 

The location of the food (goal) and the enemy (search 

agent) is modeled by Eq. (18) and Eq. (19). 
       

       
 

(18) 

Where   is the location of the search agent.    is the 

location of the food source, and    is the location of the 

enemy. The behavior of the dragonflies is modeled by Eq. 

(19). 
      (                   )       (19) 

 ,  ,  ,  and   are the weight values for adjusting the 

exploration and exploitation processes. The parameter   

is the weight of inertia and   is the iteration counter. The 

position of each search agent is expressed according to the 

Eq. (20). 
              (20) 

To improve the exploration in the search space and 

modeling the static behavior of the dragonflies, when there 

is no neighbor the random walking process is added to this 

algorithm to update the location of the dragonflies 

according to the Eq. (21). 
            ( )         

     ( )       
    

|  |
 

 

 
(21) 

Where   is the dimension of the location vector and 

    ( ) forms the random walking process, where    and 

   are random numbers between 0 and 1, and   is a 

constant number that is assumed to be 1.5.   is calculated 

according to the Eq. (22) where  ( )  (   ) . 

  (
 (   )      (

  

 
)

 (
   

 
)     (

   

 
)
)

 

 

 

(22) 

Finally, the location of the dragonflies is updated based on 

the two static and dynamic behaviors and the best answer 

is selected as the optimal answer to the problem [17]. 

2-4- Salp Swarm Optimization Algorithm (SSA) 

This method is inspired by the social behavior of the salps. 

These creatures move in the deep waters in groups and 

under the name of salp chain. This behavior, as some 

researchers believe, is for better movement and fast access 

to food [21]. To model the behavior of the salps, they are 

divided into two groups of leader and followers. The 

leader is the first member of the salps chain and the others 

are called the followers. The food source for the salps is 

known as the   matrix, and the location of the salps is 

modeled by the Eq. (23). All the equations in this 

subsection are adopted from [21]. 

  
  {

     .(       )      /             

     .(       )      /            
 

(23) 

Where   
  is the location of the first salp (leader) in the jth 

dimension,    is the location of the food in the  th 

dimension,     is the upper bound of the jth dimension, 

and     is the lower bound of the jth dimension. The 

parameters    and    are random numbers between 0 and 1, 

but the parameter    has an important role, namely 

exploration, in the search space, and is modeled by Eq. 

(24). 

      (
  

 
) 

 (24) 

Where   is the running iteration and   is the maximum 

iteration. The location of the follower salps is expressed by 

Eq. (25). 

  
  

 

 
(  

    
   ) (25) 
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Where     and   
  is the location of the  th follower salp 

in the jth dimension. In this way, the SSA algorithm 

updates the location of the leader and its followers in each 

iteration and introduces the best location as the best 

answer in the last iteration [21]. 

3- Stability Analysis of Meta-Heuristic 

Methods Based on Statistical Methods 

So far, different methods have been reported to evaluate 

the stability of meta-heuristic methods based on statistical 

analysis. In this section, we introduce the proposed method 

while referring to the methods that have been expressed so 

far in research. 

3-1- Conventional Stability Analysis Methods 

Stability analysis of the meta-heuristic methods is 

performed using two methods of mathematical analysis 

and statistical analysis. Dorigo in the optimization method 

of ants ACO proved by limiting the pheromone that the ant 

method converges to the optimal answer, and the method 

will be stable [24]. Clerc performed statistical analysis for 

the particle swarm method and guaranteed the 

convergence under some conditions for the available 

parameters in the problem [25]. In this research, Monte 

Carlo evaluation is used to analyze the stability of the 

meta-heuristic methods. This analysis includes the 

examination of convergence in different optimization 

problems. Also, the ability of each method in encountering 

each of these problems is determined with high confidence 

through many iterations. The time parameter is also 

calculated for each algorithm so that a user can have the 

ability to choose a method based on online and offline 

applications. Also, two new metrics namely powerfulness 

and effectiveness are introduced to examine the 

convergence and power of a method in obtaining the 

global answer. 

3-1-1- Benchmark Functions 

Researchers face varies problems with different 

complexities. They use different meta-heuristic algorithms 

to solve and optimize their problems. We have used 23 

benchmark functions with different complexities including 

unimodal, multimodal, and fixed-dimension. The 

performance of each algorithm has been tested by solving 

these 23 problems [26-28]. These functions are presented 

in table 1-3. Fmin indicates the optimum point in the 

search space. Table 1 indicates the F1-F7 functions that 

have one global optimum point, and search the 

exploitation process in the search space, and test the 

performance of a method. Benchmark functions of F8-F13 

are multimodal functions and they are shown in table 2. 

This category has several local optimum points, and these 

local optimum points exponentially increase with respect 

to the increase in the dimension. These functions are 

perfectly capable of test the exploration process in the 

search space. The third category is the fixed-dimension 

multimodal. These functions also have one global 

optimum point and several local optimum points that, 

similar to the second category, analyze the effectiveness 

and powerfulness of a method. These are shown in table 3. 

Figure 2 indicates the 3-D representation of the benchmark 

functions’ search space.  

Table 1: Description of unimodal benchmark 

Function Range      

  ( )  ∑   
  

     [-100,100] 0 

  ( )  ∑ |  |
 
    ∏ |  |

 
     [-10,10] 0 

  ( )  ∑ (∑   
 
   )  

     [-100,100] 0 

  ( )      *|  |      +  [-100,100] 0 

  ( )  ∑ 0   (       
 )

 
    

   

(    ) 1  
[-30,30] 0 

  ( )  ∑ (,      -)  
     [-100,100] 0 

  ( )  ∑    
        ,   ) 

     [-1.28,1.28] 0 

 

Although these answers have been reported in the base 

articles, since meta-heuristic algorithms act randomly, a 

method has to be repeated a considerable number of times 

and an average of the result has to be presented. As such, 

the average of the best answer has been calculated for each 

algorithm with 1000 iterations for each run and 100 runs 

for each algorithm. These results are reported in table 4, 

table 5, table 6 and table 7. Also the convergence curves 

are reported in red color for each method on benchmark 

functions in figure 3. 

3-1-2- Best Fitness Metric 

The first assessment metric of every method is the best 

answer of the algorithm to each benchmark function. 

3-1-3- Average Run Time Metric 

The second assessment metric is the run time of each 

algorithm. In this metric, the average of the run time of 

each algorithm for convergence to 5% range of the best 

answer obtained has been calculated and reported in the 

tables. This metric can affect the selection of a user when 

using an optimization method, and, depending on the 

application, it can be a tradeoff between the best answer 

and the run time of the algorithm. 

3-1-4- Standard Deviation Metric 

The next analysis is the standard deviation parameter. This 

parameter indicates the deviation rate of the calculated 

answers and the reliability of a method. 
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Table 2: Description of multimodal benchmark 

Function Range      

  ( )  ∑       (√|  |)
 
     [-500,500] 

        
   

  ( )  ∑ ,  
       (    )   

   

  -  
[-5.12,5.12] 0 

   ( )  

      (    √
 

 
∑   

  
   )  

   .
 

 
∑    (    )

 
   /        

[-32,32] 0 

   ( )  
 

    
∑   

  
    ∏    .

  

√ 
/    

     
[-600,600] 0 

   ( )  
 

 
{     (   )  

∑ (    ) ,        (     )-     
   

(    ) }  

                  ∑  (           ) 
     

     
    

 
 

 (    )                
                         

 (     )           
 

[-50,50] 
 

0 

   ( )     *    (    )  
∑ (    ) ,      (      )-   

   

(    ) ,  
                       (    )-+  
∑  (          ) 

     

[-50,50] 0 

Table 3: Description of fixed-dimension multimodal benchmark 

Function Range      

   ( )  (
 

   
 ∑

 

  ∑ (      ) 
 
   

  
   )    [-65, 

65] 
1 

   ( )  ∑ ,   
  (  

      )

  
         

-   
     [-5,5] 0.00030 

   ( )     
       

  
 

 
  

       

   
     

   
[-5,5] -1.0316 

   ( )  (   
   

   
  

  
 

 
    )  

  .  
 

  
/          

[-5,5] 0.398 

   ( )  ,  (       ) (        
   

                
 )-  

                   ,   (       )
  

(            
              

    
 )-  

[-2,2] 3 

   ( )   ∑      ( ∑    
 
   (    

   

   )
 )  

[0,1] -3.86 

   ( )   ∑       ( ∑    (    
   

 
   

   )
 )  

[0,1] -3.32 

   ( )   ∑ ,(    )(    )
    -

   
     [0,10] -10.1532 

   ( )   ∑ ,(    )(    )
    -

   
     [0,10] -10.4028 

   ( )   ∑ ,(    )(    )
    -

    
     [0,10] -10.5363 

 

     

     

     

     

   

  

Fig. 2. Search space of composite benchmark functions.
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3-2- The Proposed Stability Analysis Methods 

3-2-1- Powerfulness (PF) 

A new metric namely the powerfulness is introduced to 

investigate the convergence of each method. The number 

of search agents has been considered to be 30 for all 

methods. Each search agent has fitness in each iteration of 

the experiment. With increasing the number of iterations 

and progress of the algorithm, the fitness values are 

updated in each iteration. In this metric, fitness is 

investigated after 1000 iterations. If the amount of 

algorithm fitness is convergence to the global answer with 

a 0.001 precision, then that algorithm has obtained the 

desired answer. In Eq. (26), N is equal to 100. This means 

that the algorithm is repeated 1000 times in each run and 

this operation will be averaged 100 times. The sign 1(.) 

will be equal to 1 if the condition inside the parentheses is 

satisfied. In Eq. (27),          indicates the global optimum 

answer and the             shows the calculated optimum 

answer. 

                 
∑  (         ) 

   

 
 (26) 

    |                   | (27) 

 

3-2-2- Effectiveness (EF) 

Effectiveness has been introduced to investigate the 

powerfulness of an algorithm in obtaining the global 

answer. In this metric, the fitness of all of the search 

agents is examined after 1000 iterations. If the fitness rate 

of all of the search agents is exactly equal to the global 

answer, then that algorithm has obtained the desired 

answer. In Eq. (28), N is equal to 100. This means that the 

algorithm is repeated 1000 times in each run and this 

operation will be averaged 100 times. The sign 1(.) will be 

equal to 1 if the condition inside the parentheses is 

satisfied. In Eq. (29)         indicates the global optimum 

answer and the             shows the calculated optimum 

answer. 

                 
∑  (     ) 

   

 
 (28) 

    |                   | (29) 

4- Experimental Results 

In this section, the results of the introduced different 

analysis are presented. The obtained results are presented 

in tables and graphs. The tables 4-7 also include two 

sections. The first section of the tables includes the metrics 

of the best answer, standard deviation, and average time 

for 23 benchmark functions in different columns. The 

analysis of each method is reported in a separate table. The 

column “Reported” is the obtained results of the main 

reference of each method that has reported the average 

values of the best answer (Avg Best) and the deviation rate 

(Avg Std). The column “Calculated” is the results of the 

performed runs in this research that include the average of 

the best answer (Avg Best), standard deviation (Avg Std), 

and average run time (Avg Time). In the second part of the 

tables including two columns indicates the new metric 

namely the effectiveness   and powerfulness on 23 

functions for each algorithm in the “EN” and “PF” 

columns.  

As an instance, three functions F4, F9 and F15 were 

selected from 23 benchmark functions. In figure 3, 

convergence curves are shown for 1000 iterations and 100 

runs on each algorithm. 

4-1- Discussion on Results 

In this section, some tables are provided to examine the 

obtained results and to summarize the large amount of the 

obtained data. In these tables, we have tried to evaluate the 

results in a way so that the user can easily select the 

method in accordance with their needs and application. In 

this section, the averaging operation is performed on the 

F1-F7 benchmark functions called unimodal, F8-F13 

functions called the Multimodal, and F14-F23 functions 

named the Fixed-dimension multimodal. The highest value 

is specified as Bold and the lowest value is specified as 

Underline in each column. 

Average PF criterion 

The PF criterion is investigated in Table 8. In this table, 

the DA method has been able to provide the best result for 

the unimodal functions with 100 % value. The GWO, and 

SSA methods are next in the ranking with 85.71%. Also, 

the WOA method with 59.85% has the lowest amount in 

the PF criterion. The SSA method in multi-modal 

functions could have the best performance in this type of 

function with 100%. In these functions, the WAO, GWO 

and DA methods have the equal ranking with 83.33%. The 

best value for the fixed-dimension multimodal functions is 

100% for the SSA and DA methods while the WOA 

method has the lowest amount with 80.70%. As observed 

from table 8, the WOA method has the weakest 

performance in the PF metric. 
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Fig.3. Convergence curves of WOA, GWO, DA and SSA algorithms that obtained from F4, F9 and F15

 



Journal of Information Systems and Telecommunication, Vol.10, No.1, January-March 2022 

 

 

57 

 

Table 4: WOA algorithm 

WOA Reported 
 

Calculated 

Func Test Avg Best Avg Std Avg Best Avg Std Avg Time EN PF 

F1 1 .41E −30 4 .91E −30 6.59E-149 4.59E-148 7.70E-02 100 100 

F2 1 .06E −21 2 .39E −21 1.17E-102 1.09E-101 8.33E-02 100 100 

F3 5 .39E −07 2 .93E −06 20783.72516 10157.99167 0.296841885 0 0 

F4 0 .072581 0 .39747 36.54531187 31.21106177 0.048915693 0 19 

F5 27 .86558 0 .763626 27.13631191 0.510781163 0.06949779 0 100 

F6 3 .116266 0 .532429 0.086487861 0.123716391 0.043686051 0 100 

F7 0 .001425 0 .001149 0.001603156 0.001861557 1.42E-01 0 0 

F8 −5080.76 695.7968 -10989.67576 1612.087325 0.055816373 0 0 

F9 0 0 0 0 0.030713043 100 100 

F10 7 .4043 9 .897572 4.09E-15 2.23E-15 8.11E-02 100 100 

F11 0 .0 0 0289 0 .001586 0.006625063 0.026231674 0.024578934 94 100 

F12 0 .339676 0 .214864 0.00603913 0.010095281 0.297053286 5 100 

F13 1 .889015 0 .266088 0.222387626 0.178598496 0.271053991 0 100 

F14 2 .111973 2 .498594 2.265421628 2.647242836 0.232368918 0 100 

F15 0 .0 0 0572 0 .0 0 0324 0.000663949 0.000350605 2.88E-02 87 100 

F16 −1 .03163 4 .2E −07 -1.031628453 5.10E-11 5.08E-02 99 100 

F17 0 .397914 2 .7E −05 0.397887754 9.41E-07 3.07E-02 18 100 

F18 3 4 .22E −15 3.00004213 0.000223778 1.14E-02 3 100 

F19 −3 .85616 0 .002706 -3.859688471 0.003343901 2.80E-02 12 100 

F20 −2 .98105 0 .376653 -3.194394261 0.255546232 0.032039408 7 100 

F21 −7 .04918 3 .629551 -8.835498564 2.475814202 0.02778591 0 19 

F22 −8 .18178 3 .829202 -8.194635405 2.801778303 0.052576967 0 43 

F23 −9 .34238 2 .414737 -8.759948348 2.843792657 0.061611228 0 45 

Table 5: GWO algorithm 

GWO Reported Calculated 

Func Test Avg Best Avg Std Avg Best Avg Std Avg Time EN PF 

F1 6.59E-28 6.34E-05 4.28E-59 1.08E-58 2.35E-01 100 100 

F2 0.029014 0.042144 1.24E-34 1.86E-34 2.31E-01 100 100 

F3 3.29E-06 79.14958 1.19E-14 5.91E-14 3.80E-01 100 100 

F4 5.61E-07 1.315088 1.51E-14 2.84E-14 2.13E-01 100 100 

F5 26.81258 69.90499 26.69458625 0.742391628 0.216549825 0 100 

F6 0.816579 0.000126 0.621146399 0.371011473 0.204170201 6 100 

F7 0.002213 0.100286 0.000871956 0.000492435 2.58E-01 0 0 

F8 -6123.1 -4087.44 -5928.936636 879.2135455 0.262058383 0 0 

F9 0.310521 47.35612 0.405729452 1.451143899 0.04926481 93 100 

F10 1.06E-13 0.077835 1.64E-14 2.88E-15 1.21E-01 100 100 

F11 0.004485 0.006659 0.003455183 0.008551483 5.97E-02 85 100 

F12 0.053438 0.020734 0.038594141 0.02273283 0.520416024 0 100 

F13 0.654464 0.004474 0.546402772 0.199821466 0.513642556 2 100 

F14 4.042493 4.252799 3.855341713 4.114698941 0.191481026 0 100 

F15 0.000337 0.000625 0.004964973 0.008460522 2.60E-02 77 100 

F16 -1.03163 -1.03163 -1.031628448 5.88E-09 7.65E-02 100 100 

F17 0.397889 0.397887 0.397898355 7.68E-05 5.67E-02 86 99 

F18 3.000028 3 3.000009343 1.19E-05 3.46E-02 22 99 

F19 -3.86263 -3.86278 -3.861542428 0.002668951 4.39E-02 1 100 

F20 -3.28654 -3.25056 -3.26296912 0.093013085 0.05581884 0 100 

F21 -10.1514 -9.14015 -9.450634359 1.847937725 0.095443428 0 100 

F22 -10.4015 -8.58441 -10.19071187 1.042754866 0.128936701 0 100 

F23 -10.5343 -8.55899 -10.15788663 1.53690521 0.138736578 0 100 
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Table 6: WOA algorithm 

DA Reported Calculated 

Func Test Avg Best Avg Std Avg Best Avg Std Avg Time EN PF 

F1 2.85E-18 7.16E-18 8.709019492 8.470920307 8.907355455 0 100 

F2 1.49E-05 3.76E-05 1.541030894 1.180641229 10.18661535 0 100 

F3 1.29E-06 2.10E-06 174.129871 375.1554082 7.222378913 1 100 

F4 0.000988 0.002776 2.329263546 1.416677941 11.25669589 0 100 

F5 7.600558 6.786473 891.914574 1802.132876 9.897716262 1 100 

F6 4.17E-16 1.32E-15 8.566349466 13.79450972 11.06746413 0 100 

F7 0.010293 0.004691 0.019568582 0.012024944 8.895041751 0 100 

F8 -2857.58 383.6466 -2818.040967 355.3376662 15.73808298 0 0 

F9 16.01883 9.479113 27.50861574 11.72206506 13.87184983 0 100 

F10 0.23103 0.487053 2.6695387 1.019690292 12.87132673 0 100 

F11 0.193354 0.073495 0.777684867 0.300217353 11.87462016 3 100 

F12 0.031101 0.098349 1.682915888 1.241529733 11.20859426 0 100 

F13 0.002197 0.004633 0.618542299 0.541132351 10.60521735 0 100 

F14 103.742 91.24364 1.047468983 0.406581789 1.589713017 0 100 

F15 193.0171 80.6332 0.003213229 0.005656206 6.15745856 0 100 

F16 458.2962 165.3724 -1.031626118 7.82E-06 4.344534415 37 100 

F17 596.6629 171.0631 0.397888712 5.26E-06 4.605963481 0 100 

F18 229.9515 184.6095 3.000012725 3.43E-05 4.557858122 0 100 

F19 679.588 199.4014 -3.862609267 0.000666809 5.160709293 0 100 

F20 2.85E-18 7.16E-18 -3.254038178 0.095517834 12.11661363 0 100 

F21 1.49E-05 3.76E-05 -7.423171 2.765308816 8.4690914 12 100 

F22 1.29E-06 2.10E-06 -8.53677162 2.682979658 7.306447437 15 100 

F23 0.000988 0.002776 -8.216681515 2.963678316 8.738156894 24 100 

Table 7: GWO algorithm 

SSA Reported Calculated   

Func Test Avg Best Avg Std Avg Best Avg Std Avg Time EN PF 

F1 0 0 1.27E-08 3.54E-09 0.181400388 100 100 

F2 0.2272 1 0.009109382 0.066197136 0.102852086 97 100 

F3 0 0 2.41E-09 1.54E-09 0.209767524 100 100 

F4 0 0.6556 1.55E-05 4.02E-06 0.131577107 100 100 

F5 0 0 97.88033843 301.1603942 0.104756503 0 100 

F6 0 0 6.69E-10 2.52E-10 0.139161432 100 100 

F7 0.0028 0.007 0.005825155 0.003611733 0.141422613 0 0 

F8 1 0.0071 -2843.882009 300.9224241 0.108420644 0 100 

F9 0.4254 0.9502 17.92912747 7.936964991 0.104917015 0 100 

F10 0.0598 0.5279 0.692505073 0.860483282 0.11545747 58 100 

F11 0 0 0.201908936 0.084030016 0.152391405 0 100 

F12 0 0 0.39478531 0.806546346 0.228802092 72 100 

F13 0 0 0.002297837 0.004722304 0.249327454 82 100 

F14 0.0557 0.809 1.017884379 0.13986487 0.186448041 0 100 

F15 0 0 0.001850349 0.004276931 0.027172082 73 100 

F16 0.1952 0.1527 -1.031628453 8.35E-15 0.099933664 0 100 

F17 0 0.0651 0.397887358 1.65E-14 0.090015482 0 100 

F18 0.1417 0.5571 3 9.31E-14 0.108162701 0 100 

F19 0.0832 0.7059 -3.862782148 5.77E-14 0.139162503 0 100 

F20 _ _ -3.22247955 0.046978076 0.121644601 0 100 

F21 _ _ -8.340784046 2.85966839 0.10572867 70 100 

F22 _ _ -8.715288573 2.853571407 0.104817694 80 100 

F23 _ _ -9.445250741 2.555722593 0.129785398 83 100 
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Table 8: Average PF criterion 

 Function type 

Algorithm Unimodal 
Multi 

modal 

Fixed-dimension 

multimodal 

WOA 59.85 83.33 80.70 

GWO 85.71 83.33 99.80 

DA 100 83.33 100 

SSA 85.71 100 100 

 

Besides the powerfulness metric, the convergence rate of 

each method on each benchmark function can be examined 

by convergence graphs depicted using red color in figure 

3. This test is performed visually. By observing any red 

convergence graph it can be realized that how cohesive an 

algorithm behaves on a benchmark function. If the graphs 

are drawn coherently and close to each other, the 

convergence rate is high for example GWO and SSA 

methods on F4 function. On the contrary, if the drawn 

lines are at a distance from each other, it shows the 

different behavior of each algorithm on a benchmark 

function. This means that an algorithm results in different 

answers in each run and the reliability on that benchmark 

function is decreased by that algorithm for example WOA 

algorithm on F4 functions. 

Average EF criterion 

In this section, average values EF are shown in table 9. 

The first column indicates the average values for the 

unimodal function, in which the SSA method has the 

highest value with 71%. This means that the SSA method 

has provided the highest value in obtaining the global 

optimum answer. In this column, the DA method has the 

weakest performance to obtain the global answer with only 

0.28%. The second column indicates the performance of 

the methods in multi-modal functions. In this column, the 

WOA method has the best performance with 49.83%. 

Also, the DA method is known as the weakest method 

with 0.50%. The third column is calculated for fixed-

dimension multimodal functions. In this column, the SSA 

method results in the best performance with 30.6%. Also, 

the DA method provides the lowest value with 8.80%. 

Table 9: Average EN criterion 

 Function type 

Algorithm Unimodal 
Multi 

modal 

Fixed-dimension 

multimodal 

WOA 28.57 49.83 22.60 

GWO 58.00 46.66 28.60 

DA 0.28 0.50 8.80 

SSA 71 35.33 30.6 

Average run time 

One of the important matters in engineering discussions is 

to obtain the desired answer in the shortest time. Thus, the 

average run time of each algorithm is investigated in Table 

10. The average time is calculated on one type of 

benchmark function to test the powerfulness of each 

method in run time. In the first column, the average run 

time on the unimodal functions is calculated that includes 

F1-F7 functions. The fastest algorithm is the WOA 

algorithm with 0.1091 seconds while the DA method is the 

slowest method with 9.6333 seconds. In the multi-modal 

functions that include F8-F13 functions, the WOA 

algorithm is the best algorithm with 0.1267 seconds, and 

the DA algorithm has the weakest performance with 

12.6949 seconds. In the third column, the fixed-dimension 

multimodal functions that include F14-F23 functions are 

present. In this column, the WOA algorithm is the fastest 

algorithm with 0.0556 seconds while the DA method is the 

slowest method in terms of runtime with only 6.3046 

seconds. The obtained results show that the DA method is 

the slowest algorithm in comparison with the other 

methods. 

Table 10: Average run time (sec) 

 Function type 

Algorithm Unimodal 
Multi 

modal 

Fixed-dimension 

multimodal 

WOA 0.1091 0.1267 0.0556 

GWO 0.2483 0.2543 0.0848 

DA 9.6333 12.6949 6.3046 

SSA 0.1444 0.1598 0.1112 

5- Conclusion 

In the research performed in 2020, more than 300 meta-

heuristic methods have been reported since the appearance 

of the genetic algorithm [29]. In the past, the number of 

meta-heuristic methods was limited. For example, users 

chose between genetic algorithms and particle swarm 

optimization. Nowadays users being confused about 

choosing the type of the method. Undoubtedly, due to the 

great numbers of meta-heuristic methods, it is time to 

write or even invent new metrics and standards to classify 

and rank these methods. Otherwise, we are facing with a 

large number of meta-heuristic algorithms that are 

constantly being added to their collection. This causes that 

the user is unable to choose an appropriate method for his 

problem. 

In this paper, we have tried to investigate the statistical 

performance of WOA, GWO, DA and SSA algorithms 

besides defining powerfulness and effectiveness metrics. 

These metrics help users to compare the performance of 

different meta-heuristic methods. In this regard, a suitable 

platform and solution are provided to choose between 

them by the users. 

In future work, we will gradually introduce new evaluation 

criteria in order to accurately use meta-heuristic 

algorithms.  
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