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Abstract  
Network-on-chip (NoC) is an effective interconnection solution of multicore chips. In recent years, wireless interfaces 

(WIs) are used in NoCs to reduce the delay and power consumption between long-distance cores. This new communication 

structure is called wireless network-on-chip (WiNoC). Compared to the wired links, demand to use the shared wireless 

links leads to congestion in WiNoCs. This problem increases the average packet latency as well as the network latency. 

However, using an efficient control mechanism will have a great impact on the efficiency and performance of the WiNoCs. 

In this paper, a mathematical modeling-based flow control mechanism in WiNoCs has been investigated. At first, the flow 

control problem has been modeled as a utility-based optimization problem with the wireless bandwidth capacity constraints 

and flow rate of processing cores. Next, the initial problem has been transformed into a dual problem without limitations 

and the best solution of the dual problem is obtained by the gradient projection method. Finally, an iterative algorithm is 

proposed in a WiNoC to control the flow rate of each core. The simulation results of synthetic traffic patterns show that the 

proposed algorithm can control and regulate the flow rate of each core with an acceptable convergence. Hence, the network 

throughput will be significantly improved. 
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1- Introduction 

One of the simplest communication structures of the 

components inside the chip is the bus. The main drawback 

of bus-based systems is the sharp decline of the system 

performance with the increasing number of processing 

cores. Increasing the number of cores integrated into a 

chip will transform the communication bus between the 

cores into a bottleneck for the system. Also, in this 

structure, having a mechanism as an arbitrator for control 

and fair access to the joint bus seems necessary. The 

inflexibility of this communication structure has led to a 

significant challenge in systems-on-chip.  

The network on the chip is a communication structure 

between the cores within the chip that has overcome the 

defects and challenges of the few structures. On-chip 

networks, while being scalable, should provide low power 

consumption and adequate bandwidth for communication 

between tens or hundreds of processing cores within a 

chip. A major challenge of the network on the chip, 

despite the reduction in transistor dimensions in recent 

years, is the issue of delayed wired connections within the 

chip, which has grown exponentially (ITRS report) [1]. 

In recent years, new communication structures include 

3DNoCs, photonic NoCs, and network on chip with radio 

(wireless) connections have been proposed [2]. Using 

these emerging technologies in the advanced integrated 

circuit industry has been able to reduce the delay and 

power consumption of the chip.  

The design and manufacture of on-chip integrated silicon 

antennas were presented in the last decade. These antennas 

have been used with a frequency equivalent to ten to one 

hundred GHz inside a chip [3]. However, increasing the 

operating frequency of processing cores and the high 

bandwidth of wireless links for inter-core communication 

will turn these links into hotspots in the network (network 

congestion will increase delay and reduce network 

efficiency). Therefore, the existence of a mechanism to 

control congestion and flow control to reduce network 

traffic and increase chip performance is essential. 



    

Journal of Information Systems and Telecommunication, Vol.11, No.1, January-March 2023 

  

 

 

49 

According to the studies conducted in the field of wireless 

networks-on-chip, the problem of modeling the flow rate 

control in the wireless network on the chip has not been 

done so far. For this purpose, in this paper, first, the flow 

rate control modeling in the wireless network on the chip 

will be examined. To formulate the problem, we have used 

the maximization of a utility function. Then, we solved the 

problem with Lagrange multipliers and gradient projection 

and presented an algorithm to control the flow rate of 

processing cores. The proposed algorithm has been able to 

regulate and control the flow rate of processing cores with 

appropriate convergence speed. 

This paper consists of the following parts: 

Section 2 has presented the details of the wireless network-

on-chip. The network model as well as the mathematical 

modeling of the flow control problem along with the 

proposed algorithm have been presented in Section 3. The 

results of the implementation have been given in Section 4. 

Finally, the conclusion has been described in Section 5. 

2- A review of Previous Works 

The use of wireless in-chip connections has introduced a 

new structure called the wireless network on chip (WiNoC) 

[4]. In addition to high flexibility, this network has 

increased communication bandwidth and eliminated the 

problems of noise and power consumption of metal wires. 

This new structure on the chip has been generally studied in 

three layers. Physical layer, data link layer, and network 

layer. The following is a brief introduction to each section. 

2-1- Physical Layer in the WiNoC: 

In a WiNoC, antennas are designed according to the 

operating frequency of the circuits and then used in 

conjunction with other wireless transmission devices such 

as modulator circuits and telecommunication filters on the 

chip. Since the bit rate error in wireless on-chip 

transmission will have a significant effect on the reliability 

of the system, hence the medium of wave propagation 

must be completely examined. The use of different 

frequency boards has divided the WiNoC into four general 

categories. Figure 1 shows these four frequency ranges 

that can be used in the design of WiNoC. 
 

 

Fig. 1. Division of the frequency of the WiNoC [4] 

In the following, we will briefly review the work done in 

the field of designing antennas compatible with each of the 

frequency ranges: 

2-1-1- Ultra-Wide Band (UWB):  

Reference [5] has proposed the architecture of WiNoC 

based on the frequency of the ultra-wideband. In this 

architecture, a radio pulse transmitter-receiver with a carrier 

signal has been used for wireless communication. The 

transmitter uses an integrated, CMOS-compliant Gaussian 

monocycle pulse to generate low-power, low-driving pulses. 

The antenna used in this architecture is a 2.9mm long 

Meander Dipole Antenna (MDA) that can transmit data up 

to a radius of 1 mm. The transmission rate of this antenna is 

1.16 Gbps for a channel with a frequency of 3.6 GHz. 

2-1-2- Mm-Wave Band:  

reference [3] has proposed the design of a metal zigzag 

antenna. This antenna will have little effect on the rotation 

(relative angle between the transmitting antenna and the 

receiving antenna) and the received signal strength. The 

millimeter frequency band was also able to provide 

bandwidth between ten and one hundred GHz without 

signal attenuation. 

2-1-3- Sub-THz:  

The design of small antennas with simple transceivers that 

could operate at frequencies between 100 and 1000 GHz 

has been proposed for the first time in reference [6]. These 

antennas can cover a communication radius of 10 to 20 

mm on the chip. In this architecture, the possibility of 

simultaneous use of 16 non-overlapping channels with 

frequencies of 100 to 500 GHz for the structure of the 

WiNoC has been proposed. 

2-1-4- THz:  

by increasing the signal frequency to the THz range, one 

can expect much smaller antennas to be designed that can 

occupy less surface area on the chip. Reference [7] has 

proposed the design and fabrication of antennas using 

carbon nanotubes. The properties of carbon nanotubes make 

them suitable for making antennas on high-frequency chips. 

In addition to the above, the design of graphene-based 

plasmonic antennas using electromagnetic waves up to the 

range of ten terahertz for wireless in-chip communication 

has also been introduced and has recently been considered 

[8]. In this paper, the authors claim that the many benefits 

of using graphene will bring great success in wireless in-

chip communication. In the future, the design of these 

antennas will provide the possibility of all-broadcast and 

multi-broadcast on-chip communication. Figure 2 shows a 

view of the network-on-chip with graphene antennas. 
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Fig. 2. Graphene antennas in the structure of WiNoC [8] 

2-2- Data Link Layer in the WiNoC: 

To increase the efficiency and maximum use of the 

bandwidth of communication channels in the WiNoC, 

having a media access control mechanism (MAC) is also 

needed. Designing a MAC protocol on a wireless chip 

should be able to impose the minimum of power and 

consumption overhead on the system. In reference [5] a 

shared channel access protocol was proposed. In this 

design, the network is divided into several areas with the 

least signal interference. Hence, to access shared wireless 

channels a central arbitration policy is used.  

In [9], a protocol has been implemented based on token 

flow control. In this design, any router equipped with a 

wireless antenna that has the token can send or receive 

packets on the wireless channel. After sending the packets, 

this token will flow in turning form for the use of other 

routers. By increasing the number of wireless cores in the 

NoC, this mechanism leads to an increase in token flow 

time between cores and a decrease in network performance. 

 Reference [10] has proposed an access control mechanism 

called RACM for WiNoC. In this design, each radio hub 

(wireless router) has been connected to a processing core on 

a ring-shaped structure. This mechanism dynamically splits 

the token capture time in a router that has no data to send 

between all stations that have used their maximum time to 

send data. The simulation results show a 30% reduction in 

communication delay and a 25% improvement in stored 

energy in this design. 

2-3- Network Layer in the WiNoC: 

For maximum performance in the WiNoC, it is necessary to 

have deadlock-free and fault-tolerant routing algorithms. A 

fully adaptive fault-tolerant routing algorithm (FAFTR) has 

been proposed and investigated in reference [11]. In addition 

to finding the shortest path, the proposed distributed 

algorithm can be free of deadlocks. In this algorithm, the 

deadlock has been prevented by applying rotation restrictions.  

A deadlock-free routing algorithm based on the static 

routing table and the XY algorithm, with a sub-THz 

frequency band in the mesh structure, has been also 

presented in the reference [12]. Reference [13] has 

presented an algorithm that uses the buffer state of wireless 

routers to decide on the shortest path. This algorithm has 

been able to prevent traffic in wireless routers. 

The use of routing algorithms along with Media Access 

Control (MAC) mechanisms as well as core flow rate 

control solutions can provide better network performance 

in the WiNoC while properly distributing traffic 

throughout the network. 

Transmitter flow control algorithms can also manage the 

competitive conditions created between cores for shared 

resources (such as channel bandwidth or buffers) and 

provide fair resource allocation. Hence, two types of flow 

control in the NoC can be considered: 

2-3-1- Switch-to-Switch (Router) Mechanisms:  

in this design, control signals between adjacent routers have 

been used locally to regulate the flow rate of traffic. 

Examples include credit-based flow control, on-off flow 

control, acknowledgment/non-acknowledgment protocol, 

and handshaking signal-based flow control. These methods 

do not require direct communication between the transmitter 

and receiver to exchange control signals and do not impose 

much control overhead on the system. However, as the 

number of cores increases and the size of the network 

increases, before the path congestion information in the 

form of control signals can reach the origin at the 

appropriate time, the packets sent by the transmitter will 

inevitably increase the network congestion [14]. 

2-3-2- End-to-End Flow Control Mechanisms:  

in this mechanism, the transmitter cores will be responsible 

for the rate of production and injection of their flows into the 

network. This method eliminates packet overload and 

network congestion. In the network on chip, unlike computer 

networks, it is not possible to delete and lose packets, 

therefore, there is no need for confirmation signals to send 

and receive packets safely. Therefore, end-to-end flow control 

methods will not impose much control overhead on the 

system and each core will be independently responsible for 

controlling and regulating the transmitted flow rate [15]. 

In the following, we will first review the works done on the 

problem of congestion control/flow control in the NoC. Then, 

the works done on the flow rate control in the WiNoC have 

been presented. Reference [14] has proposed a prediction-

based congestion control algorithm. In this design, each router 

decides on the congestion that may occur in the future based 

on the size and status of its gateway buffer. This design 

regulates the number of packets in the network by controlling 

the flow rate of injection of packets into the network.  

In reference [16], link utilization has been used as a 

measure of congestion. A controller determines the 

appropriate workload for the current transmitters at best. 

In the reference [17] of the CAP-W algorithm, a combined 

routing algorithm has been used to solve the problem of local 
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congestion in the hierarchical wired and wireless structure. 

The proposed routing algorithm has tried to control congestion 

in the area by distributing traffic throughout the network by 

changing the status of a deterministic routing to adaptive 

routing and also proposing mapping tasks to freer cores.  

Distributed congestion control method has been proposed in 

the reference [18]. To detect congestion, the number of 

packets in the queue buffers has been used. The main 

disadvantage of this method is that due to the limited space 

of the buffer of each router, it is possible to detect the fault, 

especially when the network congestion is relatively high.  

A congestion control mechanism based on the flow rate 

utility function and the total delay was presented in 

references [19-21]. 

In a WiNoC, two types of competitive flow have been 

proposed [22-23]. The authors have presented a distributed 

flow control mechanism with a buffer management 

strategy to improve network performance on the wireless 

chip. In [23] the buffer information of each wireless router 

is used to prevent congestion. On the other hand, using the 

deterministic routing algorithms lead to Head-of-Line 

(HoL) blocking when load traffic is high [30-32]. Hence, 

some studies used congestion control mechanisms to 

eliminate HoL and reduce congestion in the wireless 

routers congestion-aware routing algorithms [33-34]. 

3- Mathematical Modeling of Flow Rate 

Control in WiNoC 

In this section, we will first describe the network model used 

and then the flow rate control problem has been modeled. 

3-1- Model of WiNoC 

The NoC is based on a two-dimensional mesh connection with 

several routers equipped with a wireless antenna in the center 

of each 3 × 3 sections. Figure 3 shows a view of this structure. 

 

Fig. 3. Graphic structure of the proposed network 

The wireless structure is based on a mechanism of 

Frequency Division Multiple Access (FDMA) and 

wireless single-hop transmission. Each wireless router can 

access the other routers in the adjacent subdivision using a 

single hop. In this structure, the bandwidth of wireless 

channels has been assumed to be fixed and without bit 

error. All wireless routers (red nodes) are in direct view of 

each other and each pair of them operates in a separate 

frequency band (channel) from the other pairs. The 

switching method is wormhole switching. The X-Y 

routing algorithm is used to route packets (first the packet 

moves in the X direction and then in the Y direction) 

which is a deadlock-free algorithm. Routing between each 

transmitter and receiver pair located in 3 × 3 areas is 

performed using the X-Y routing algorithm. If the 

transmitter and receiver are not in a 3 × 3 section, then a 

combination of the X-Y algorithm and wireless links are 

used to send packets between the source and destination. A 

matrix A has been established by using this routing 

pattern. This matrix will show the routing pattern between 

the transmitter and receiver. In the implemented structure, 

the size of matrix A is 64 × 36 (64 rows and 36 columns 

for 6 × 6 networks). Since one of the features of routing 

algorithms of the NoC is to prevent deadlocks, therefore, 

to prevent this phenomenon, the octagon turn model [24] 

has been used in the proposed method. This model uses 

four clockwise rotations and four counterclockwise 

rotations to prevent deadlock and create cycles. The rules 

of this model have been stated as follows: 

• The flit of a package will not be allowed to turn in the 

following four clockwise directions: 

W→SE, N→SW, E→NW, and S→NE 

• The flits of a package will not be allowed to turn in the 

following four counterclockwise directions: 

NE→S, NW→E, SW→N, and SE→W 

Figure 4 shows the eight ports (directions in which the flits 

of a packet can be sent or received) from a router equipped 

with a wireless antenna. Table 1 also shows the symbols 

used in the proposed modeling. 

Table 1. Symbols used in the proposed model 

Symbol Definition 

},......,2,1{ KKk   Core set 

},...,2,1{ LLl   A set of wired and wireless links 

),( Kkxx k   Injection rate per core 

),( Llcc l   The bandwidth of each link 

LkL )(  
A set of links through which the core flow 

passes 

KlK )(  A set of cores that pass through link l 

KLlkAA *)(  Traffic pattern matrix 
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Fig. 4. Wireless router with eight transmission and receiving directions 

3-2- Flow Control Modeling Problem 

In this section, the flow control problem in the WiNoC has 

been formulated using mathematical modeling. To control 

and regulate flow rates, the problem has been written in a 

utility-based function based on the limited bandwidth 

capacity of links as well as flow rates. This method aims to 

maximize the flow rate of all processing cores taking into 

account the mentioned limitations. The concept of utility 

function was inspired by economics science and shows the 

degree of satisfaction a consumer or seller of a product at 

his disposal. In the proposed model, a utility function called 

U is defined for each transmitter (k) based on the flow rate 

(x). The purpose of modeling is to maximize the sum of all 

rates of in-chip cores to achieve maximum optimum chip 

performance. The function has been considered as an 

incremental, derivative, and concave function [25]. Figure 5 

shows the steps of modeling operations. 
 

 

Fig. 5. Steps of flow control problem modeling 

Equation 1 has shown that the sum of the flow rates 

through a link cannot be greater than the bandwidth 

capacity of the link. The symbol A is the link traffic 

pattern matrix written by the routing algorithm 

implemented in the target network. 
 

          (1) 
 

Now, to control the flow rate of the cores to maximize 

total flow rates, the following relationships can be written: 
 

   ∑       

   

                                                                       

 

subject to: 
 

             (3) 
 

                                  (4) 
 

To solve the written nonlinear optimization problem, 

Lagrange multipliers can be used to rewrite the problem: 
 

        ∑                                               
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l : The total cost of links through which the same flow 

passes. (The cost that a core must pay to pass its flow 

through these links [26]). 

According to the dual theory, for any problem, dual 

convex optimization can also be written. The dual form of 

Equation 2 has been written in the following form [27]: 
 

        ∑                      

   

                           

 

     
    

      
 

where 
 

         
 

        
 

    
 

∑          
     ∑   

   

      

                              

 

Considering the concavity and derivability of the utility 

function, the final and global value of the flow rate can be 

obtained from the following equation: 
 

      ∑    
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In this case, it 
 

is the optimal value of the written dual 

function, ( )kx  
 which can also be considered as the 

optimal of the initial function. The gradient projection 

method has been used to solve the dual problem. In this 

method, the value 
  is set in the opposite direction of 

the gradient ( )D  . 
 

  
       [  

      
         

   
 ]

 

  (14) 
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 in Equation 16 represents the value of the convergence 

hop. This parameter is an important factor in the 

convergence speed of the proposed algorithm. The 

selection of the value of this parameter in the 

implementation is based on the values mentioned in the 

reference [28]. When the sum of the costs of using link l is 

more than the bandwidth of link l, in other words, when 

the value of the relationship 

( )

( ( ))[ ]k l

k K l

x t c






  is 

positive, the link cost will increase in the next hop (line 2 

in the pseudo-code of the proposed algorithm). The 

pseudo-code of the proposed algorithm for the flow 

control problem in the form of an iterative algorithm has 

been shown in Figure7. 

4- Numerical Simulation of the Proposed 

Algorithm 

Implementation of the proposed algorithm on the WiNoC 

with 36 processing cores (four wireless routers (yellow 

nodes) and 32 wireless routers (0 blue nodes)) and 64 links 

(four wireless links (dotted links) and 60 wired links) 

organized in a 6 × 6 mesh structure (Figure 6) have been 

investigated using the CVX tool [29]. The bandwidth of 

wired links at 1 Gbps and wireless channels at 2 Gbps 

have been considered. The traffic pattern generated by the 

cores is uniform. In this pattern, each core can send or 

receive packets from all cores in the network. 

This implementation also shows the flow rate convergence of 

cores to an equilibrium point. The transmitter of each flow 

also prevents congestion in the network by adjusting the rate 

of the transmitted flow, while using the available bandwidth 

of the links more effectively. Figure 8 has shown that the 

proposed algorithm with the step size length           

has converged the flow rates of all cores to the optimum point 

after 60 iterations. Baseline routers equipped with wireless 

antennas can have a higher flow rate at the beginning of 

work. However, after the 30th iteration, the flow rate of the 

desired nodes is also decreased because all packets forward to 

distant destinations must be sent through wireless routers. This 

problem will cause congestion at wireless routers. Therefore, 

the flow rate of cores has decreased significantly compared to 

the initial time. Also, with the step size length          , 

the proposed algorithm can converge the flow rate of cores to 

the final equilibrium point after 91 iterations (Figure 9). The 

flow rates at 50, 100, and 150 iterations for two scenarios are 

shown in the proposed algorithm. 

Figure 10 shows that           the rate of flows 

overlap approximately after the 93rd iteration and remain 

unchanged. While for          , rates are unchanged 

from the 50th iteration. This problem will prove the rapid 

convergence rate of the proposed algorithm (Figure 11).  

Figure 12 shows the network throughput under uniform 

and Bit-Complement traffic patterns. As it can be seen, the 

use of the proposed method has been able to improve the 

operational capacity of the network. Controlling and 

adjusting the flow rate of each core according to the 

capacity of each link can reduce the congestion traffic at 

each link. Hence, congestion in routers is reduced and the 

throughput of the network is increased. 

 

Fig. 6. Network-on-chip with 36 nodes in mesh networks 

Initialization: 
 

1. Initialize Cl of all links. 
2. Set link price vector to zero. 
 

Main loop 

Do Until 
( 1) ( )ax   0t t

k km x x   

 

Link Price Update: 

1) Received rates )(txk from all sources )(lKk  

2) Update price by 

( )

( 1) ( ) ( ( ( )) )l l k l

k K l

t t x t c
  

   





   
 
 
  

  

3) Send )1( tl
 to all sources )(lKk  

 

Rate Adaption: 

 Received link prices from all links )(kLl  

1) Calculate      )(

)(






kLl

llkk At    

2) Adjust rate by 

' 1
( ) ( )

k

k

M

k k k
m

x U
 

 


  
   

3) Send )1( txk to all links. 

Fig. 7. Pseudo code of the proposed algorithm to control the flow rate of 

WiNoC 
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Fig. 8. Core flow rate with uniform hop length of           and 
uniform traffic pattern 

 

Fig. 9. Core flow rate with uniform hop length of           and 
uniform traffic pattern 

 

Fig. 10. The convergence of the rates at the iterations 50, 100, and 150 in 
a uniform, hop-by-hop traffic pattern 

 

Fig. 11. The convergence of the rates at the iterations 50, 100, and 150 

with Bit-Complement traffic pattern and hop length of           

 

Fig. 12. Network throughput in uniform and Bit-Complement traffic 

patterns 

5- Conclusion 

In recent years, the development of the integrated circuit 

industry will promise to increase the number of in-chip 

processing cores. In multicore chips, NoC is an effective 

structure for exchanging data packets among cores. 

However, due to the communication delay between long-

distance cores, congestion is occurring. Therefore, 

providing an interconnection network with less delay and 

power consumption will play a key role in improving the 

performance of multicore systems. 

Using the shared wireless links with higher bandwidth on 

NoCs can reduce the data packet transmission delay. 

However, the wireless routers on these chips are converted 

to hot spots because of increasing the demand for data 

packets forwarding from one area to another through 

wireless links. Therefore, improving the quality of service 

and efficient use of resources in WiNoCs cannot be 

obtained without the presence of mechanisms for flow 

control or congestion control. In this paper, the flow rate 

control mechanism in a wireless NoC is introduced as a 
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utility maximization problem. The solution to this problem 

is done by writing a dual problem of the primary problem 

and using the gradient projection method by considering a 

utility function. Hence, an iterative algorithm is proposed 

to regulate and control the flow rate of cores. The 

simulation results of the proposed algorithm under traffic 

patterns show that the proposed algorithm can regulate the 

flow rate of processing cores and the network throughput 

at an acceptable speed and level. As well, the convergence 

speed of the proposed method under the amount of step 

size is shown in the proposed algorithm. 
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