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Abstract  
The prevalence of social media these days allows users to exchange views on a multitude of events. Public comments on 

the talk-of-the-country crimes can be analyzed to understand how the overall mass sentiment changes over time. In this 

paper, a specialized dataset has been developed and utilized, comprising public comments from various types of online 

platforms, about contemporary crime events. The comments are later manually annotated with one of the three polarity 

values- positive, negative, and neutral. Before feeding the model with the data, some pre-processing tasks are applied to 

eliminate the dispensable parts each comment contains. In this study, A deep Bidirectional Encoder Representation from 

Transformers (BERT) is utilized for sentiment analysis from the pre-processed crime data. In order the evaluate the 

performance that the model exhibits, F1 score, ROC curve, and Heatmap are used. Experimental results demonstrate that 

the model shows F1 Score of 89% for the tested dataset. In addition, the proposed model outperforms the other state-of-the-

art machine learning and deep learning models by exhibiting higher accuracy with less trainable parameters. As the model 

requires less trainable parameters, and hence the complexity is lower compared to other models, it is expected that the 

proposed model may be a suitable option for utilization in portable IoT devices. 
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1- Introduction  

An illegitimate practice punishable by law is known as 

a crime [1]. It has always been one of the most baffling 

problems around. Bangladesh has observed some talk-of-

the-country crime incidents in the last few years that 

affected many people's lives. As the population increases 

with time, so does the number of reported crimes [2].  

However, it turns out that the real-life crimes are not the 

only concern these days. Cybercrimes have also emerged 

as a source of great terror [3]. Along with murder, 

snatching, dacoity, and other crimes in day-to-day life, 

crimes committed using the internet are more frequent 

than ever. Being one of the most indispensable sectors 

worldwide, crimes in the E-commerce industry have also 

started to take place in Bangladesh. E-commerce frauds  

 

have plundered approximately 1000 Crores BDT from 

customers in the last couple of years [4]. A significant 

number of people have become destitute as a result. 

More often than not, people usually discuss and express 

their feelings on social media regarding these crimes. As 

a result, social media content has become a substantial 

source for gathering public sentiments from and 

analyzing these unfortunate events later on. Extensive 

research has been conducted lately using Twitter data 

related to crimes [5-8]. Despite different Machine 

Learning and Deep learning architectures being trained 

on the collected data to serve various purposes, to the 

best of our knowledge, yet no research has been 

performed on sentiment analysis using Bengali crime 

data. Hence, the authors put their optimum effort to 

contribute to this area. This study analyzes public 

sentiments regarding various crimes in recent times in 

Bangladesh. Data used in this study were collected from 
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the comment sections of various sources, including 

Facebook pages, online news portals, and YouTube 

videos. All data are accessible in the Bengali Language, 

and each instance is associated with either of three 

polarity values. Although the literature includes many 

endeavors in this area, Section 2 addresses only the most 

relevant ones to this work. Section 3 demonstrates the 

proposed method in pictorial form and further elaborates 

it. Other significant matters are also addressed. Section 4 

shows and analyzes the results using effective techniques. 

The proposed model is also compared with other 

contemporary machine learning and deep learning 

models with higher performance. The conclusion and 

future research scopes regarding this work have been 

stated in Section 5. 

 

1-1- Motivation 

Deep learning models have been widely used in recent 

times for their outstanding performances in text analysis. 

Among the popular deep learning architectures, BERT 

has gained the attention of many contemporary research 

works regarding text classification and sentiment 

analysis [12-17]. A plethora of sentiment analysis works 

is present on datasets of different languages that 

exploited the BERT model to achieve the maximum 

outcome. The model, however, has been barely used in 

the case of Bengali sentiment analysis so far. Being 

motivated by the work of Rahman et. al. [12], we utilized 

the BERT model for sentiment analysis of public 

comments regarding recent crimes. 

 

1-2 - Contributions 

The main contribution of this paper can be summarized 

as follows: 

 

1. A specialized dataset is built that comprises 

5000 public comments regarding different 

crime incidents. The comments are then 

critically inspected to annotate with the 

respective polarity value. 

2. A BERT-based architecture is proposed for 

analyzing public sentiments given the public 

comments. The hyperparameters of the 

architecture are later tuned for maximum 

utility.  

3. The architecture turned out to yield the highest 

performance among other state-of-the-art 

models. 

4. This research can be helpful in understanding 

the pattern in which most people are currently 

reacting to these kinds of incidents and the 

changes in this pattern over time. The findings 

can further be utilized for Social Science and 

Behavioral Science research to gain a deep 

insight into how people tend to react over time, 

where crime is ever-increasing and justice is 

delayed. Furthermore, the higher accuracy and 

the smaller number of trainable parameters 

make this model a good candidate to be utilized 

in computing devices.  

 

2 - Literature Review 

An enormous amount of research has been performed 

for analyzing public Sentiments from different types of 

data. During the Covid pandemic, extensive experiments 

have been regulated to understand people's sentiments 

worldwide. Sharmat et al. performed sentiment analysis 

based on Twitter data about individuals' concerns about 

early introduced Covid vaccines [7]. The researchers just 

analyzed and categorized the data in terms of Positive, 

Negative, and Neutral for three early introduced Covid-

19 vaccines: Moderna, Pfizer, AstraZenaca. The work 

was confined to analyzing the collected data and 

discussing the outcome of polarity values, no prediction 

of any future outcome was attempted. 

 Wei Li et al. proposed a novel padding method for 

making the input data of a consistent size and making 

each review more useful by improving the proportion of 

sentiment information [9]. The researchers used two-

channel CNN-LSTM and CNN-BiLSTM to predict 

underlying sentiments of user reviews, where several 

datasets were used from different sources. Although their 

model worked great on the Chinese Tourism Dataset, the 

result was not that impressive for Stanford Sentiment 

Treebank. Jia et al. applied sentiment analysis in 

cryptocurrency fluctuations [10]. They took customer 

reviews in text format and looked for reviews with 

positive and negative Polarity. Why the researchers did 

not address neutral reviews, is a matter of question here. 

Hemel et al. performed sentiment analysis based on 

cryptocurrency price data on individuals' concerns for 

early Bitcoin price prediction [11].  

Rahman et al. used transformer-based deep learning 

models for Bengali text documents classification [12]. 

They used two popular deep learning models- BERT and 

ELECTRA. Three publicly available datasets were 

employed, which collectively contained 13 unique labels 

for the text documents to be classified into. Out of three 

datasets, the models performed very well for two 

datasets, but the result was unsatisfactory for the 

remaining one. Mrityunjay et al. used the BERT model 
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on tweets composed of sentiment analysis datasets. They 

employed two different tweet datasets. The first one 

contained tweets written by people worldwide, and the 

second one was confined to tweets made only by the 

Indian population [13].  Three target-dependent 

variations of the BERT model were implemented by 

Zhengjie et al. Experiments with three different datasets 

showed that their target-dependent model performs 

significantly better than some commonly used others 

[14]. The model, however, cannot render satisfactory 

results for specific categories of data, and the 

classification accuracy is lower in that case(s). Chi et al. 

exploited the BERT model for aspect-based sentiment 

analysis [15]. They first formed auxiliary texts from 

different aspects, and then the aspect-based sentiment 

analysis task was converted to a sentence-pair 

classification task. They used a pre-trained BERT model, 

which was tweaked and made to produce excellent 

results on SemEval2013 Task 4 and SentiHood datasets. 

 

Song et al. proposed a BERT-based sentiment analysis 

algorithm for Chinese e-commerce reviews. Apart from 

the outstanding performance of their proposed model, the 

model suffers from a major drawback. A small dataset 

was used in this study, and the researcher did not verify 

their model's strength on a larger dataset [16]. Xin et al. 

examined the efficiency of the BERT model for 

embedding components on End-to-End Aspect-based 

sentiment analysis [17]. The researchers performed 

experiments with BERT coupled with various neural 

models on two datasets. It turned out that their proposed 

BERT-based model for E2E-ABSA outperforms state-of-

the-art works. 

 

Although the literature shows an extensive use and a 

huge success of the BERT model in the field of Natural 

Language Processing, the model has not been employed 

for Bengali sentiment analysis research. After analyzing 

all the related research, an attempt has been made by the 

authors of this paper to analyze and classify public 

sentiments using a fine-tuned proposed BERT deep 

architecture. All the data used in this study are based on 

the recent talk-of-the-country crimes occurred in 

Bangladesh. 

 

3 - Proposed Methodology 

The initial focus of the researchers was to identify mass 

reactions regarding crimes in terms of positive, negative, 

and neutral. To do so, data were first outsourced to 

various sources. Data are structured in Bengali and 

contain emojis and other dispensable parts. All the 

punctuations, special characters, digits, and stop words 

are removed first. Thenceforth, all the raw data are then 

tokenized for the development of context. Examining the 

sequence of words and interpreting them is another 

primacy of tokenization. Lemmatization is then applied 

to remove suffixes from each word and to make them 

shorter by restoring them to their root forms. Word 

embedding techniques are finally employed, and the data 

is ready for action. 

The researchers propose a BERT-based model for 

analyzing sentiments and classifying the comments as 

positive, negative, or neutral. The performance of the 

model is evaluated using some famous and widely used 

performance metrics, namely- ROC Curve, F1-Score, 

and Heat Map. 

The result obtained from the proposed model has been 

later compared with state-of-the-art models of this 

endeavor. The comparison is shown in detail in the result 

analysis section. 

 

 
Fig. 1. Proposed Methodology 

3-1 - Dataset Description 

To achieve the benchmark of a developed country, 

Bangladesh exerts much effort into developing all 

sectors. While the infrastructural development curve is 

moving upward, some contemporary events like E-

commerce fraud, murder, forced disappearances, 

burglary, and rape on moving public transport, on the 

other hand, seem to counterbalance the development. 

These recurrent crimes are leaving some apparent marks 

on the public mind. Social media, nowadays, serves as a 

reflection of what is going on in people's minds. When 

people bump into such events in the news feed, they 

usually share their reactions in the comment sections. In 
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this paper, the researchers are focused on drawing an 

overall public consensus about these contemporary crime 

events.  

Along the way to do so, a dataset is built, which is later 

analyzed to understand what most people are feeling 

given a crime article. This paper considers three 

polarities for public reactions: positive, negative, and 

neutral. 

The dataset comprises 5000 comments, which took a 

month for the authors to gather and prepare the data. The 

authors targeted the comments sections of Bengali crime 

articles corresponding Facebook pages redirect the 

readers to a webpage where the original article resides or 

to a YouTube news report. Hence, some data comes from 

the comments section of a news article or a YouTube 

news report as well. Data sources, their corresponding 

reference URLs, and the number of followers is shown in 

Table 1. 

The dominant reasons for selecting these sources are 

mentioned below. 

1. The sources belong to the mainstream media of 

Bangladesh 

2. They have gained a massive audience over time. 

3. Many readers frequently interact with the articles 

in the comment section.  

4. The audience tend to express their opinions when 

encountering a crime article from these above-

mentioned sources. 

Table 1: Data Collection Sources, Reference URLs, and Number of Followers 

Sources Reference Link Number of Followers (in million) 

The Prothom Alo https://www.facebook.com/DailyProthomAlo 18 

BBC Bangla https://www.facebook.com/BBCBengaliService 14 

Independent TV https://www.facebook.com/independent24Television 8.2 

Ekattor TV https://www.facebook.com/ekattor.tv 5.4 

The Daily Star https://www.facebook.com/dailystarnews 3.4 

Samples from the collected data are represented in Table 2.  

Table 2: Sample comments of some contemporary crime events picked from the dataset 

Comments Source Information 

একজননর জনয হাজানরা জন কলঙ্কিত হয় Collected from the comment section of The Prothom Alo facebook page 

ুঙ্কলশ সদসযরা হনলন আমানদর ঙ্কিয় বনু্ধ Collected from the comment section of The BBC Bangla facebook page 

ঘটনার তদন্ত করা হহাক কঠিনভানব Collected from the News article of The Prothom Alo 

বযঙ্কভচানরর জনয কন ার সাজার আইন করা দরকার Collected from the comment section of The Ekattor TV web portal 

ঙ্কবষয়টি সঠিক তদনন্তর দাঙ্কব জানাঙ্কি Collected from the comment section of The Daily Star web portal 

This dataset focuses on gathering comments written in 

Bangla using Bengali Alphabet. Approximately 20% of 

commenters have been found to express their viewpoint 

using the English Alphabet. Moreover, most of this 20% 

uses transliteration, where the English Alphabet is used to 

write in Bengali. These types of comments were not 

included in the dataset so that ambiguity can be avoided. 

Emoticons associated with the comments were 

preprocessed after collecting the whole dataset.  

3-2- Annotation of the Collected Dataset 

 Annotation of a dataset is usually done for helping the 

NLP models to understand the key phrases that lie within a 

comment, accompanying the determination of the parts of 

speech of the comment data [18]. The annotation of the 

data was done cooperatively by seven students of the 

European University of Bangladesh and the authors. Each 

comment received votes to be labeled as either Positive, 

Negative, or Neutral. The polarity value of a particular 

comment was determined according to the votes count for 

each label.  

The label with the highest votes count is accepted as the 

polarity value for a particular comment. Later on, the 

whole dataset is validated by two European University of 

Bangladesh scholars. 

The following comment is collected from the comment 

section of the Prothom Alo online news portal- 
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‚ধনযবাদ জানাঙ্কি বাাংলানদশ ুঙ্কলশ বাঙ্কহনীনক‛ 

This comment is then provided to the 7 participants, and 

their evaluation is recorded. The result is displayed in 

Table 3.  

Table 3: Explanation of Voting Method for determining the polarity 

Participant 

ID 

Participant’s 

Gender 

Cast Polarity 

1 Male Positive 

2 Female Positive 

3 Male Neutral 

4 Male Positive 

5 Female Neutral 

6 Male Positive 

7 Male Positive 

 

Table 3 clearly shows the polarity determination process 

of a specific comment. The comment mentioned in the 

table received five votes for Positive, and the rest two 

votes were cast for Neutral. The Negative Polarity receives 

no votes. Since most votes advocate Positive Polarity, the 

final polarity value determined for this comment is 

Positive. The same procedure is followed for determining 

the Polarity of all comments. An odd number of 

participants (seven) is taken to eliminate the chances of a 

tie. The total comments count is 5000. Table 4 

demonstrates the number of comments according to each 

polarity type.  

Table 4: Frequency Count of each polarity in the dataset 

Polarity Amount of Data 

Positive 1645 

Negative 1750 

Neutral 1605 

Total 5000 

 

Table 5 demonstrates how the polarity values are 

represented in the final dataset. The researchers employ a 

technique here termed One-hot encoding. This technique 

transforms the categorical polarity values into vectors of 

0s and 1s. The length of these vectors depends on the 

number of categories that we want our dataset to be 

classified into. Since the dataset has three polarity values, 

hence the length of the vectors is supposed to be 3.  

The Positive Polarity corresponds to the first element, the 

Negative corresponds to the second, and the Neutral 

corresponds to the third. Each of the labels having its 

position in the vectors contributes to either a zero or a one 

according to the category it falls into. If the Polarity of a 

comment is negative, the second position in the vector will 

contribute to a one, producing two 0s for the remaining 

two positions. So, the vector looks like [0, 1, 0]. Since the 

vector holds a one only in the position for which the 

corresponding polarity value is true, hence the technique is 

called One-hot.  

Table 5: One-hot encoding for the representation of polarity values 

Comment  Positive Negative Neutral 

সযালুট জানাই ৫ সদনসযর ঐ 

ুঙ্কলশ টিমনক। 1.0 0.0 0.0 

সনতযর জয় হয় সবসময়। 1.0 0.0 0.0 

মানুষ কতটা ঙ্কননচ নামনল 

এমন কাজ করনত ানর! 0.0 1.0 0.0 

সুষু্ঠ তদন্ত কনর আইনানুগ 

বযবস্থা হনয়া হউক। 
0.0 0.0 1.0 

মানুষ দুঙ্কনয়ানত ঙ্কচরস্থায়ী নয় 0.0 0.0 1.0 

মাদক বযবসায়ী এবাং মাদক 

হসবনকারীনদর সানে এর 

চাইনত ভানলা বযবহার হয় 

না। 

0.0 1.0 0.0 

গঙ্করব-দুুঃখীনদর জনয হকাননা 

আইন নাই 
0.0 1.0 0.0 

 

Fig. 2 demonstrates the outcome of applying Zipf's law 

[18] to the dataset. Zipf's law can be instrumental in 

observing the words under the light of their frequency 

counts. The rank of a particular word in the corpus should 

be inversely proportional to the word's frequency count. 

From this figure, it can be observed that the most common 

word has an occurrence of 823 times. The second data has 

appeared 802 times, and so on. The correlation among the 

data can also be measured by using Intraclass Correlation 

Coefficients (ICC). The value of the ICC for this dataset is 

approximately 0.74. ICC is regarded as a quantitative 

measurement of the units that are well organized inside the 

dataset. 

 

 
Fig. 2: The dataset under the light of Zipf‟s law 
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ICC is also used for the appraisal of the equilibrium of 

available data. Principally a value of more than 0.7 is 

considered excellent reliability of data. The formula is 

stated as, 

    
                    

              
                                                 (1) 

 

3-3 - Data Preprocessing 

When the data collection was over, the dataset was first 

checked to see whether any empty row existed or not. All 

the empty rows are discarded from the dataset to deal with 

the missing values. Later on, the punctuations, special 

characters, numeric values, and stop words available in a 

text are replaced by blank spaces. The example below 

demonstrates how a text is transformed across the journey. 

‚সযালুট জানাই ৫ সদনসযর ঐ ুঙ্কলশ টিমনক। ‛ 

The above sentence incorporates punctuations. A space 

replaces punctuations. After the removal of punctuations, 

the sentence comes into the following shape. 

‚সযালুট জানাই ৫ সদনসযর ঐ ুঙ্কলশ টিমনক‛ 

Special characters, numeric values, and emojis are 

strenuous for machines to understand. A space also 

replaces them. The preprocessing is done with the help of 

BNLP and NLTK toolkit available in Python 

programming language. 

‚সযালুট জানাই সদনসযর ঐ ুঙ্কলশ টিমনক‛ 

Stop words from this sentence are also required to be taken 

care of. After the removal of stop words, the sentence can 

be rewritten as follows: 

‚সযালুট সদনসযর ুঙ্কলশ টিমনক‛ 

The sentence is divided into words, called tokens, using a 

process called tokenization. The sentence is then divided 

into the following tokens. 

[ ‘সযালুট’, ‘সদনসযর’, ‘ুঙ্কলশ’, ‘টিমনক’ ] 

Lemmatization is applied for data normalization. This 

operation is performed using the NLTK toolkit [20]. 

Lemmatization is the process of converting the data into 

its root form from the dictionary, called a lemma [21]. For 

example, lemmatization turns the word "বাাংলানদনশর" into 

"বাাংলানদশ".  

After performing Lemmatization, the following lemmas 

are the outcome.  

[ ‘সযালুট’, ‘সদসয’, ‘ুঙ্কলশ’, ‘টিম’ ] 

Word Embedding is then performed to represent the words 

in lower dimension space. This process converts all the 

texts and documents into numerical space. Later on, the 

data is fed to the proposed model. 

 

3-4 - The Proposed Model  

BERT is a deep learning model where all the inputs are 

connected to all the outputs using transformers to 

determine higher accuracy. The weights associated with 

the hidden layer nodes are randomly allocated and 

constantly improved. BERT is widely used for masked 

language modeling and prediction for the next sentence. In 

this article, the authors propose a BERT-based architecture 

for sentiment analysis. After the cleaning of raw data, the 

transformers are fed with formatted data. The transformer 

is a model that can predict data in any order. Unlike other 

deep learning models, transformers can train vast amounts 

of data in a tiny amount of time. The base layer of the 

transformer is frozen. Three trainable layers have been 

added. The model is applied after proper parameter tuning. 

Figure 3 shows how a comment is processed along the 

way to receiving a polarity value using the proposed 

model. ELECTRA is a method that can be used to pre-

train transformer networks. ELECTRA models are trained 

to discriminate between actual input tokens and fake input 

tokens. They contain two transformer models: the 

generator and the discriminator, similar to the Generative 

Adversarial Networks (GANs). 

 

We have used Keras sequential API, BNLP and NLTK 

toolkits for the implementation of this research. BNLP 

toolkit is mainly used for the tokenization of texts in the 

Bengali language. Two of the major functionalities of 

BNLP includes constructing neural model and embedding 

Bengali words. NLTK toolkit is a python package that is 

used to make human language usable to computers. Once 

the preprocessing is done, the cleaned data is passed on to 

the proposed BERT-based model. 

 

The model begins with 256 transformer layers. The 

transformer architecture consists of an encoder and a 

decoder. Multiple identical layers are attached to the 

encoder. Each layer incorporates two sublayers. The 

sublayers are denoted as: 

i) Multi-head Self-attention pooling 
ii) Position-wise feed-forward network. 

 

For attention mechanism that runs several times in parallel 

for achieving the highest accuracy. The outputs are 

independent and finally concatenated and linearly 

transformed into an expected dimension. Two dense layers 

are available, known as position-wise-feed-forward 

networks, as the outputs are placed in a sequence. This is 

applied in the last dimension [24]. 
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Fig. 3 Employing the Proposed Model to predict the Polarity of a 

comment 

 

There is a residual connection provided around both 

sublayers. In the case of a decoder, along with two 

sublayers, there is another sublayer added. Individual 

position in the decoder ensures the prediction. The 

prediction depends on output tokens that have been 

generated. In this research, 256 transformer layers are 

deployed. All the data are then converted into a 1D array. 

This task is performed in the flatten layer. The main 

purpose of flattening is to convert multi-dimensional data 

into one-dimensional data. Multi-dimensional data are 

arduous and costly to perform any mathematical 

operations.  

Table 6: Parameters details of the Proposed Model 

Hyperparameters Values 

Batch Size 32 

Learning Rate 0.00001 

Number of Epochs 10 

Decay 0.001 

Optimizer Adam, Stochastic 

Gradient Descent 

Loss Function Binary Cross-

Entropy 

Number of hidden states 724 

Number of transformer blocks 12 

Activation Function ReLU, Softmax 

Number of trainable parameters 17,342 

 
After the flatten layer, individual data is passed on to a 

dense layer that consists of 512 hidden layers. For 

preventing the model from encountering overfitting, 

dropout is applied after the dense layer. Data is passed on 

to another two dense layers where the numbers of hidden                        

layers are consecutively 256 and 128.  Now data dropout 

is applied again, and the data is fed to another dense layer. 

The kernel size 2 is maintained in each dense layer. 

Finally, two fully connected layers are deployed in the 

final stage of the model which leads to an output layer. In 

the fully connected layers, ReLU activation function is 

applied where at the output layer Softmax activation 

function has been used by the researchers. The 

hyperparametric details of the proposed model are shown 

in Table 6. 

3-5- Evaluation Metrics 

The performance of the proposed model is evaluated 

using F1-Score, ROC Curve, and Heat Map. Once the 

model is trained properly, the above-mentioned techniques 

are used to evaluate the performance of the model.  

The ROC Curve has long been used in medical decision-

making and evaluating the performances of different 

machine learning algorithms [22]. A Heat Map is a two-

dimensional data visualization technique where colors are 

used to represent different values. Heat Map depicts values 

in a matrix of a fixed dimension. The authors have used 

Cluster Heat Map for their interest [23]. Finally, the 

formula to measure F1-Score is stated below- 

 

          
                      

                  
                                 [2] 
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4 - Result Analysis  

The F1-Score rendered by the proposed architecture is 

shown in Table 7 for each Polarity.                                 

Table 6 demonstrates that the proposed model has 

achieved the highest score in the case of positive Polarity. 

Conversely, the model gets confused while identifying 

some of the negative and neutral polarity values. 

Sometimes the negative and the neutral comments are 

difficult for the model to discriminate between. For 

example- 

‚জীবনন অননক কষ্ট করনত হয়‛ 

The comment mentioned above can be categorized as both 

negative and neutral. In such cases, the model gets 

confused and shows less accuracy in identifying the proper 

Polarity. 
 

Table 7: F1- Score Analysis for each Polarity 

Name of the 

Metric 

Positive Negative Neutral 

F1-Score 100% 80.23% 89.71% 
 

Fig. 4 demonstrates how good the proposed model is at the 

classification task. Although the model performs just 

perfectly in the case of the Positive Polarity, the 

performance regarding the Negative and Neutral polarities 

is not that great. The reason why the model performs 

poorer for Neutral polarity, has been discussed earlier. 

 

Fig 4: Classification Summary 

Fig. 5 demonstrates the changes in Accuracy Percentiles, 

for both the training stage and the validation stage, with 

the rising number of epochs. The accuracy tends to 

increase with the number of epochs. The maximum 

accuracy for both training and validation stages is recorded 

at epoch 10.   

 

The performance of the proposed model is presented using 

a Heat Map in Fig. 6. The three target polarity classes are 

represented with numeric values. „0‟ represents the 

positive Polarity, „1‟ represents the negative Polarity and 

„2‟ denotes the neutral Polarity. Taking all validation data 

into account, it is apparent that the model recognized all 

the positive polarity data properly. While 2 data from 

negative Polarity and 8 data from neutral Polarity are not 

properly identified by the proposed model. 

 

 

Fig. 5: Accuracy Comparison Graph for Training and Validation Phase 

 

Fig. 6: Heat map for the proposed model 

 
Fig 7: ROC curve of the proposed model 
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Fig. 7 demonstrates the ROC curve for the proposed 

model. The false-positive rate for a particular epoch is 

plotted along the X-axis, whereas the true positive rate is 

plotted along the Y-axis. A model is said to classify well  

if the curve is positioned on the top left side. From Figure 

7, it can be observed that the proposed BERT-based model 

can classify the True positive values correctly. 
 

4 -1- Performance Comparison 

Fig. 9 compares the performance of the proposed model 

with other existing machine learning models. The model 

achieved an F1 score of 89% whereas the second and third 

maximum figures were 85% and 77 % in the case of 

machine learning models. The figure shows the other 

state-of-the-art results rendered by using Maximum 

Entropy, Random Forests, and K-nearest neighbors.  

 

Sentiment Analysis in the Bengali language using deep 

learning models received very few research attempts. Fig. 

10 compares the accuracy of the proposed model with 

other deep learning models [26] employed for sentiment 

analysis, and achieved the maximum accuracy. It turns out 

that the proposed model yields the highest accuracy, 

whereas the second maximum accuracy achieved was 

88%.  

 
Fig. 9 Accuracy comparison of the proposed model with state-of-the-art 

machine learning models 
 

Fig. 10 demonstrates another comparative analysis of the 

proposed model with other deep learning-based models 

proposed in other research articles. It shows that the 

proposed model beats other deep learning models 

proposed by Munna et al. [27].  

 
Fig. 10 Accuracy comparison of the proposed model with existing deep 

learning models 

 

From the previous studies [27-29] addressed in Fig.10, it is 

evident that the proposed model shows higher validation 

accuracy. 

 

Fig. 11 shows how good the proposed model is in terms of 

computational complexities. The number of trainable 

parameters for the proposed model is the lowest among the 

other state-of-the-art architectures, yet the accuracy 

achieved is the highest.  

 
Fig. 11: Comparison of the proposed model with other deep learning 

architectures in terms of trainable parameters. 

5 - Conclusion and Future work 

This paper presents a BERT-based model to 

analyze the public sentiment towards recent crimes in 

Bangladesh. In this study, the model has validated 

with a specialized dataset, which consists of 5000 

comments from various online portals. Once the 

model is trained, it works satisfactorily for all 

polarity types with an average of 89% F1-score. The 

proposed model is compared with other state-of-the-

art deep learning models and turned out to produce 

the better outcomes. In the near future, the authors 

aim to exploit the model in sentiment analysis from 

public comments related to recent price hikes and 

inflation in Bangladesh.  
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