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Abstract

Data repositories contain sensitive information which must be protected from unauthorized access. Existing data mining techniques can be considered as a privacy threat to sensitive data. Association rule mining is one of the utmost data mining techniques which tries to cover relationships between seemingly unrelated data in a data base. Association rule hiding is a research area in privacy preserving data mining (PPDM) which addresses a solution for hiding sensitive rules within the data problem. Many researches have been done in this area, but most of them focus on reducing undesired side effect of deleting sensitive association rules in static databases. However, in the age of big data, we confront with dynamic data bases with new data entrance at any time. So, most of existing techniques would not be practical and must be updated in order to be appropriate for these huge volume data bases. In this paper, data anonymization technique is used for association rule hiding, while parallelization and scalability features are also embedded in the proposed model, in order to speed up big data mining process. In this way, instead of removing some instances of an existing important association rule, generalization is used to anonymize items in appropriate level. So, if necessary, we can update important association rules based on the new data entries. We have conducted some experiments using three datasets in order to evaluate performance of the proposed model in comparison with Max-Min2 and HSCRL. Experimental results show that the information loss of the proposed model is less than existing researches in this area and this model can be executed in a parallel manner for less execution time.

Keywords: Big Data; Association Rule; Privacy Preserving; Anonymization; Data Mining.

1. Introduction

Data mining is the process of extracting hidden but useful knowledge from large data bases [1]. Nowadays different sources are creating data with high speed [2]. Distributed infrastructures such as cloud computing present the opportunity to store large volume data bases for further analysis and knowledge discovery. Big data mining is the capability of extracting desired information from large data bases or data streams [3]. Association rule mining is one of the most important data mining techniques. However, misuse of this technique may lead to disclosure of sensitive information about users [4,5]. Many algorithms have been proposed in the literature for rule hiding [6,7,8,9,10]. Most of them are based on the idea of modifying main data base to decrease the support or confidence value of sensitive association rules. The main drawback of existing works is the undesired side effect of removing some item-set on non-sensitive association rules.

In this paper, we use anonymization techniques as an alternative for removing some repeated instance of frequent item-sets. The main idea of the proposed model is that removing frequent item-sets (which is used in existing related works) has undesired side effect on new entrance data. But, by using data anonymization any necessary change can be applied to existing anonymization level to support this new data. In other word, it is possible to change (increase or decrease) the anonymization level by new data entrance. As in big data mining, we deal with dynamic datasets, with any new data entrance, association rules can change. So, the proposed model we replace removing some instance of association rules with rule anonymity.

The remainder of this paper is organized as follow: next section reviews the related works. In section III, the proposed approach for big data association rule hiding is described. Experimental results of comparing the performance of our approach with previous works are described in section IV. At last, section V concludes this paper.

1.1 Related Work

A. Big Data
In term of definition, big data refers to high volume of structured, semi-structured and unstructured data with high velocity which can be mined for information [3]. Big data mining refers to the capability of extracting information from massive datasets that due to specific features cannot be done using existing data mining techniques [1].

In many situations, it is infeasible to store this huge amount of data, so the knowledge extraction should be
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done real-time. For processing big data, a cluster of computers with high computing performance is needed and this framework would be practical with paralleling tools such as MapReduce [11].

B. Anonymity

Information dissemination is usually with the risk of sensitive information disclosure [12]. Data usually contain sensitive information and this proves the importance of employing anonymity approaches [12,13]. Generally, there are three techniques for anonymization which include generalization, suppression and randomization. Different approaches for anonymization such as k-anonymity, l-diversity, t-closeness and etc. use these techniques.

In generalization, values of attributes are replaced with a more general one [14]. For example, if the value of attribute “age” is equal to 16, it can be replaced with appropriate range such as (10-20).

Suppression refers to stop releasing the real value of an attribute. In this way, occurrence of the value is replaced with a notation such as “**”, this means that any value can be replaced instead [15]. For example, if the related value of an attribute is equal to 56497, it can be replaced with 5649*.

Randomization refers to substitution of real value with a random value. In this technique, noise is added to data so that real value of attributes is masked [16].

In this paper proposed model generalization technique is used for anonymity, while suppression technique is not suitable for quantitative data because in quantitative data we cannot substitute some parts of the data with “**”. A secure randomization technique needs a defined and not reversible function. Therefore for each data, related assigned noise should be saved to make it possible to retrieve the real value, if necessary. Therefore, this technique imposes significant overhead to systems.

C. Association Rule Hiding

Association rule mining is an interesting approach to find out unknown relations between variables in large databases [6]. However. misuse of these techniques may cause disclosure of sensitive information [17]. So, many researchers worked on hiding sensitive association rules.

The main purpose of association rule hiding approaches is to hide sensitive rules, without any side effect on non-sensitive rules. Le et al. [8] proposed HSCRIL model as a heuristic approach to hide a set of association rules from relational databases in retail industry. The main steps of their proposed algorithm are; identification of victim items that their modifications have least impact on other frequent item-sets, determination of minimum number of transactions which should be modified, and removing victim items from specified transactions. In this research, generation set of frequent item-sets is maintained. This generation set causes least impact on non-sensitive item-sets during sensitive rule hiding. The main result of this model is an acceptable information loss. But, this model is based on determined generation sets; however, in big data mining, with new data entrance, generation sets will change. So, this idea cannot be applicable for big data.

Max-Min2 model of Moustakides and Verykios [18], used Max-Min theorem in association rule hiding. The main idea of this theorem is to maximize the minimum gain. In fact, they are trying to maximize sensitive rule hiding while at the same time minimize the side effect on non-sensitive rules. This model hides sensitive association rules by decreasing the support of sensitive item-sets. Results of this research show that the information loss of this model is less than existing related works. This model tried to hide sensitive association rules by removing some instances of them. However, in dynamic data sets, sensitive association rules will change with new data entrances and removing them cannot be a good idea.

Wang et al. in [19] proposed a model in which two algorithms are used to hide sensitive association rules. They used ISL (Increase support of left hand side) and DSR (decrease support of right hand side) to achieve their purpose. Removing sensitive association rules by these two algorithms causes mentioned problems of Max-Min2 algorithm.

In the research of [20] by Wang et al., all existence transactions are represented in the form of a binary matrix. In this matrix, if item i participates in transaction j, Dij will be 1, otherwise it is equal to 0. Then, based on the defined threshold of support value in this system, matrix S would be determined so that D= S*D. In this definition, D is the matrix related to the main database, S is the hiding matrix, and D’ is the matrix related to hidden database. Based on the “volume” feature of big data, defining related matrix is time consuming and needs high storage capacity.

Dasseni e.t al. [21] considered the hiding of both sensitive association rules and frequent item-sets. They develop three strategies for this purpose: Increasing the support of left hand side (LHS), decreasing the support of right hand side (RHS), and decreasing the support of right and left hand sides, simultaneously. In this paper, three strategies cause less undesired effect on non-sensitive association rules. However, main disadvantage of this model is similar to Max-Min2.

Jung et al. [22] use Hadoop for association rule hiding in large scale datasets. Privacy threats which are considered in this paper are related to the flow of data to untrusted cloud service providers. So, at the first step, association rules are determined. Then, some noises are added to the item-sets to prevent frequent item-set disclosure of them. This model can prevent exposure of sensitive data without data utility degradation, but adding noise to data causes endures computing cost to systems and is not suitable for big data mining and real time processing.

Xu e.t al. [23] concentrate on information security on big data analysis. They identify four types of users involved in data mining application. Namely, data provider, data collector, data miner and decision maker. For each group, security threats are defined and appropriate solutions considered, too.

In this paper’s proposed model, anonymization technique is used to hide sensitive information. So, at first,
two criteria are defined to select best item-set(s) for anonymization. Then, based on these two criteria, in any sensitive association rule, the item-set with the least undesired side effect is selected in order to be hidden.

For selected item-set(s), quasi-identifier attributes are anonymized in appropriate level. In other word, in this proposed model, none of repeated item-sets would be removed from database and only sensitive values would be hidden. So, if with new data entrance, each association rule changes between “sensitive” and “non-sensitive” mode, only by changing anonymity level, main purpose which is retrieving related information or hiding information, would be acquired.

Table 1 summarizes these related works.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Method</th>
<th>Information hiding</th>
<th>Association rule hiding</th>
</tr>
</thead>
<tbody>
<tr>
<td>[8] Le et al.</td>
<td>- Identification of informative items</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>- Specification of generation set related to frequent item-sets.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Removing determined item-set form database</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[18] Moustakides &amp; Verykios</td>
<td>- Using Max-Min theorem to maximum information hiding with minimum side effect.</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>- Reducing support of frequent item-sets to less than defined threshold.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[19] Wang et al.</td>
<td>- Decreasing support value of frequent item-sets to less than defined threshold.</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>- Decreasing confidence value of frequent item-sets to less than defined threshold.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Utilizing ISL (Increase Support of Left hand side) and DSR (Decrease Support of Right hand side) functions to achieve mentioned purposes.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[20] Wang et al.</td>
<td>- Binary indicator matrix of items in transactions, named as D.</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>- Hiding matrix S is determined based on the defined threshold for support.</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Matrix D' related to hidden data set, is determined based on S and D</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[21] Dasseni et al.</td>
<td>- Sensitive information hiding besides association rule hiding.</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>- Increasing the support value of LHS (Left Hand Side).</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Decreasing the support value of RHS (Right Hand Side).</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Decreasing the support of RHS (Right Hand Side) and LHS (Left Hand Side), simultaneously.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[22] Jung et al.</td>
<td>- Determine sensitive association rules.</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>- Adding noise to sensitive association rule to hide them from underdefined user, without significant information loss.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed model</td>
<td>- Sensitive information hiding besides association rule hiding.</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>- Using anonymity approach for hiding sensitive association rules.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As mentioned below, as in the proposed model, anonymity technique is used instead of removing instances of association rules, if with any new data entrance, each association rule changes from sensitive to non-sensitive (or vice versa), we can update dataset easily. This feature makes the proposed model appropriate for dynamic datasets. While in all of existing models, authors only has concentrated on static datasets.

2. Proposed Model for Big Data Association Rule Hiding

As mentioned, association rules should not be disclosed since they may be used to infer sensitive information. Many researches have done in association rule hiding which most of them have significant drawbacks:

- Undesired side effect of hiding sensitive association rules on non-sensitive rules.
- The impossibility of using in big data analysis.

To solve these mentioned problems, anonymity techniques could be used for rule hiding as an alternative for deleting some of the most repeated items. In this paper two criteria are defined in order to support new data entrance in our big data base which are represented below.

It is notable that features such as parallelization and scalability which considered in this model make it suitable for big data analysis.

The proposed model consists of three main steps which are described in follow:

Step 1: Association Rule Mining

There are many association rule mining algorithms such as Apriori [24] or FP-growth [25]. Let \( \alpha(H) \) be the support value of item-set \( H \), this item-set is called frequent item-set if \( \alpha(H) > \sigma \), which \( \sigma \) is the defined support threshold. An association rule \( A \rightarrow B \) is considered as a sensitive association rule if \( \alpha(A \rightarrow B) \geq \sigma \) and
\( \beta(A \Rightarrow B) \geq \delta \), which \( \beta(X) \) refers to the confidence value of this rule and \( \delta \) is the defined confidence threshold.

**Step 2: Best Item-set Selection**

Because of the velocity feature of big data, selection of the best item(s) for anonymization should be done based on the two criteria:

- Undesired side effect of anonymization on other existing non-sensitive association rules.
- Undesired side effect of anonymization on probable new entrance data.

The best approach is to decrease these values as much as possible.

Suppose that we want to hide a rule such as \( A \Rightarrow B \). The main problem is to determine the best item-set for anonymization. For this, anonymization effect of each right or left hand side item should be evaluated based on the two mentioned criteria and then, the item with the least side effect is selected.

At first, Association rules are sorted based on their confidence value. Then, these factors are used for the best item selection.

The first criterion has a static view on data set (without new data entrance). So, information loss which is caused by this anonymization could be computed with formula presented in (1).

\[
\text{InfoLoss} = \frac{N_i}{N_i + N_j} \quad (1)
\]

In formula (1), \( N_i \) is the number of non-sensitive association rules which \( A \) is involved in, while \( N_j \) is the number of sensitive association rules which \( A \) is involved in.

In the second criterion, we have dynamic view on our data set. In this manner, the best item is one which has greater chance to convert related non-sensitive association rules to sensitive association rule. This can cause lower information loss. So, the difference between defined confidence threshold and confidence value of existing non-sensitive association rules can be considered as the second criterion for the best item selection. This measure can be evaluated based on the formula presented in (2).

\[
\text{DoC} = \sqrt{\sum_{i=1}^{n} (C_i - CL_j)^2} \quad (2)
\]

In (2), \( C_i \) is the confidence value of \( i \)th non-sensitive association rule which \( A \) is involved in, while \( CL_j \) is the defined confidence threshold.

Finally, the best item selection could be done by combining InfoLoss and DoC values, but with appropriate effective weight, as (3):

\[
BI = \alpha_1 \times \text{InfoLoss} + \alpha_2 \times \text{DoC} \quad (3)
\]

The item with less BI value could be selected as the best item for anonymization. In (3), \( \alpha_1 \) and \( \alpha_2 \) are effective weights and their values can be changed based on the importance ratio of related criterions in each specific context. By default, \( \alpha_1 \) and \( \alpha_2 \) have same value and are equal to 0.5.

**Step 3: Data Anonymization**

As mentioned, generalization technique is used as the proposed anonymization technique. Attributes of each item-set can be classified in three categories: identifier attributes are attributes containing identifying information such as Social Security Number (SSN); sensitive attributes are set of attributes that contain personal privacy information and should be protected; quasi-identifier (QI) attributes are attributes that do not contain identifying attributes, but can be linked to other information to cause identification disclosure [8].

So, in this model, after selecting the best item-set for anonymization, exact value of sensitive and identifier attributes would be removed and then quasi-identifier attributes of this item-set would be generalized to an acceptable level.

The pseudo code of the proposed model is shown in figure 1.

```
Initialize list of sensitive association rules
While sensitive association rules lists is not empty
    Sort sensitive association rules in decreasing order of confidence value
    Select the association rule with the maximum confidence value
    While selected association rule is not anonymized yet
        Calculate InfoLoss and DoC for each item-set of association rule
        Calculate the BI for each item-set
        Choose the item-set with maximum BI value
        Anonymize selected item-set
        Remove this association rule from sensitive association rules
```

3. Parallelization of the Proposed Method for Big Data Mining

As said before, in order to facilitate the implementation of the proposed model for big data processing, features such as parallelism should be considered in this model. Distributed computing infrastructures, such as cloud computing, can provide the required infrastructure for this purpose. Now, it is required that besides considering tree structure for our database, as shown in figure 2, basic operations such as association rule mining to be done in a distributed and parallel manner.
In addition to defining a tree structured data set, proper changes should be considered in the defined threshold of support and confidence values. Ideally, data set generator of each association rule is divided equally to slave nodes (nodes which are responsible for data storing and running the computations). In this manner, defined threshold of support and confidence values in each node is changed based on formula presented in (4).

\[ \text{Threshold}_{\text{new}} = \text{Threshold}_{\text{old}} \times \frac{1}{n} \]  \hspace{1cm} (4)

In (4), threshold_{old} is the defined threshold for support and confidence parameters, n is the number of slave nodes (leaf nodes in hierarchical tree structure), and threshold_{new} is the new defined threshold in each data node.

Normally, it is possible that the distribution of the main data set on data nodes would not be according to the mentioned ideal form. In this manner, if in any slave node, the computed support and confidence values of each association rule is higher than the new threshold, this rule may be a sensitive association rule. So, existence of this rule in other slave nodes should be checked and according to this information, this rule would be defined as a sensitive or non-sensitive association rule.

Appropriate tree structure for data set (as shown in figure 2) can facilitate scalability feature, too. In this structure, every node can extend the number of its children. Therefore, the number of slave nodes can be extended until required computing power reached.

4. Evaluation

In order to evaluate the proposed model performance, some experiments have been done and the results are compared with Max-Min2. Max-Min2 algorithm has gained better results in minimizing undesired side effect compared with other existing association rule hiding approaches.

A. Dataset Description

Experiments have been done using three datasets. First dataset named Brijs dataset, contains market basket data from a Belgian retail supermarket store. Dataset contains 88162 transactions and 16469 product IDs.

Other two datasets are BMS-WebView-1 and BMS-WebView-2. These datasets are well-known datasets in association rule mining and contain click-stream data which are collected from two e-commerce web sites. The main goal of these two data sets are to determine the association between products which are viewed by visitors.

In order to increase the volume of datasets and make the dataset suitable for big data analysis, some instances of transactions are sampled randomly and repeated. Each database is divided into six partitions. Size of the first partition is equal to 500K and other partitions are added in next phases to this database in order to simulate the data stream feature of big data.

B. Experiment Process

As mentioned above, the proposed model is compared with Max-Min2 and HSCRIL algorithms. Three metrics which are used for this comparison are: percentage of lost rules, ghost rules, and false rules, where:

- Lost rule: a non-sensitive association rule which are lost during association rule hiding process and are not in the released database [8].
- Ghost rule: a non-sensitive association rule which cannot be mined form main database but can be mined from released database [8].
- False rule: a sensitive association rule which cannot be hidden using the proposed association rule hiding process [8].

Figures 3, 4 and 5 compare the performance of the Max-Min2, HSCRIL and the proposed model.

In these figures, part a, shows the lost rules of these models in each dataset, part b, shows the ghost rules of the these models and part c, is related to the false rules which are produced by them. As shown in figure 3.a, at first, number of lost rules in the proposed model is higher than Max-Min2 and HSCRIL models; but it starts to work better as new data arrives. The main reason is that these models have static view on database. For example, consider at time t1, rule A->B is considered as a sensitive association rule and the appropriate item-set is removed from some transactions in database. Now, if with the entrance of new data, the confidence value of this rule in the main database is decreased to be less than defined confidence threshold, this rule is a non-sensitive rule and should not be hidden. However, there is not the chance to retrieve this removed rule.

It should be noticed that another approach is to check the main database (which is not hidden) in order to retrieve such non-sensitive hidden rule. It is clear that because of the huge volume of data in big data mining, this approach is very time consuming and would be an impractical way.

Number of ghost rules produced by the proposed model is less than MaxMin2, in all of datasets.

Any of these models would not produce false rules. So, the percentage of false rule for all of them is equal to zero.
Percentage of released lost rules, ghost rules and false rules in Brijs, BMS-WebView-1 and BMS-WebView-2 datasets are mentioned in table 2, 3 and 4.

In order to evaluate the scalability and parallel processing capability features of the proposed model, multi thread processing is used to simulate the distributed computing infrastructure. Number of thread has been changed from 4 to 10. At each manner, defined threshold of the support and confidence values changed based on the number of threads and formula 4. Execution time of the proposed model is shown in figure 6. As shown in figure 6, as the number of the threads increases, execution time of the proposed model will decrease.
## 5. Conclusion

Association rule mining is a data mining technique which besides its benefits in discovering unclear relationships between data, will result privacy violation. Association rule hiding can help to protect sensitive association rules to be discovered. Many different techniques have been considered to hide sensitive association rules but most of them try to select item-sets and remove them, in order to decrease the confidence value of the related rule(s) to be less than the defined threshold. In this model, instead of removing some instances of the frequent item-sets, item-sets are assigned to appropriate anonymity level. None of existing approaches can be executed in a parallel and scalable manner, to be appropriate for big data mining. Besides, removing item-sets from the database can cause serious information loss as new data stream arrives. In this research, new big data association rule hiding technique is presented which tries to decrease undesired side effect of sensitive rule hiding on non-sensitive rules in data streams. Features such as parallelism and scalability are embedded in the proposed model to provide the facility of implementing this model for huge volume of data. Empirical evaluations show that the proposed model have less number of lost rules and ghost rules in data stream. Therefore, the performance of this model is better than other existing researches and embedded features such as parallelism and scalability can make it suitable for big data mining. So, it can be concluded that the proposed model is more effective in big data mining than existing rule hiding approaches.

As future work, we will try to decrease undesired side effect of the proposed model to gain less information loss.
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Abstract
The problem of community detection has a long tradition in data mining area and has many challenging facet, especially when it comes to community detection in time-varying context. While recent studies argue the usability of social science disciplines for modern social network analysis, we present a novel dynamic community detection algorithm called COGNISON inspired mainly by social theories. To be specific, we take inspiration from prototype theory and cognitive consistency theory to recognize the best community for each member by formulating community detection algorithm by human analogy disciplines. COGNISON is placed in representative based algorithm category and hints to further fortify the pure mathematical approach to community detection with stabilized social science disciplines. The proposed model is able to determine the proper number of communities by high accuracy in both weighted and binary networks. Comparison with the state of art algorithms proposed for dynamic community discovery in real datasets shows higher performance of this method in different measures of Accuracy, NMI, and Entropy for detecting communities over times. Finally our approach motivates the application of human inspired models in dynamic community detection context and suggest the fruitfulness of the connection of community detection field and social science theories to each other.

Keywords: Social Network; Clustering; Cognitive Modeling; Evolution.

1. Introduction
The twist from self-reported survey data to autonomous data gathering enabled by Web 2 and new technologies e.g. smart phones, email, and other smart data gathering gadgets change the dimension and order of data to be analyzed unprecedentedly. Mining such data to recognize and track linked interactions of individuals is a critical area of interest for analyst due to its wide application from cybersecurity to recommender and trade systems. This problem known as community detection problem in social network is one of the well-studied areas of research during the past decades and is linked to general data clustering problem. The existence of linked data is distinguishing feature of modern community detection in social network context versus traditional point-based data clustering.

Various challenging facets of community detection has brought different solutions to this problem from computer engineering, physics, and social science perspectives and changed it to a multi-disciplinary problem. The well-studied statistical inference-based models [1], hierarchical algorithms [2], spectral and modularity-based models [3] are among these models. Survey papers [1-3] are referred for a complete review. These techniques are designed basically to capture the communities in static networks; i.e. network data is gathered in one time step or in the case of multiple time steps, data is mixed to have the picture of the network in one snaps. With rapid growth of online social networks, where users’ joining in and withdrawing from communities are common, dynamic network evolution is recognized as a very valuable research domain for content management and recommender systems [4]. Designing such dynamic algorithms to capture different events happening in the network has its own challenges. Accounting for unforeseen change in topological structure and at the same time temporal smooth overlapping structure are among these challenges. Meanwhile, most algorithms in dynamic settings are extension of static algorithms which will be discussed in Section 2.

Interestingly, social scientists were the prime group of researchers who were always attracted to study the whole network evolution and dynamism of individuals’ interaction over different time steps to find its underlying principles. There are numerous school of thoughts for exploring the principles behinds individual mechanisms leadings to versatile network dynamism and community evolution. The famous sociologist, Barry Wellman [8] introduced five main principles to explore intellectual disciplines underlying networks. These fundamental principles mainly focus on relation of individuals to each other rather than individual attitude or demographic characteristic for predicting their behavior. He emphasizes on the dynamic context of relationships and the imposed effects of relationships on everyone in the network. Further,
there are numerous theoretical roots on why people create and maintain groups as discussed in [9] including theories of self-interest, social exchange or dependency, mutual or collective interest, homophily and cognitive theory. Prototype theory as a model for selecting the groups to join is also derived from cognitive science findings.

In this research, we propose our community detection computational model by taking advantage of related social theories devised for exploration of dynamic behavior of human in joining/leaving communities in social network. For this purpose, we base our community detection algorithm according to general approach that human uses for selection: i.e. selection according to prototypes. Then, tracking the evolution of communities is achieved by following the dynamic relationship between entities and the communities and among the communities themselves. Hence, our algorithm is placed in category of prototype-based algorithms like k-means.

Prototype based algorithms needs similarity measure for assigning nodes to communities. For this, cognitive consistency theory is our choice among various cognitive theories proposed. This theory helps to explain the natural tendency of human to decrease conflicting cognitions and attach to groups whom feels similar. This is also explained in homophily theory which explains willingness of individuals to communities where there are peoples one deems to be similar. In fact, similarity helps to reduce potential conflicts and increase predictability of behaviors. These two theories are related since choosing similar other persons reduces possible conflicts and increase consistency among members. Leveraging these disciplines, we devise our algorithm called COGNISON (COGnitive inspired community detection in Social Network) to tackle community detection problem in dynamic setting without any parameter or initial settings.

Besides, our algorithms works for both weighted and binary networks which make it a preferable choice for social community detection problems.

The paper is organized as follows: Section 2 presents a preview of common background knowledge in community detection context. Section 3 explains our proposed approach and Section 4 represents the experiments to evaluate COGNISON. Finally, we conclude with some highlights on our future research directions.

2. Related Work

As already discussed, traditional community detection approach are designed intrinsically to capture the communities in static networks which limits the analysis of the networks and ignores events which may be much easier to predict if one had the whole picture of the network in different time steps. Hence, a new line of research has been developed focusing on tracking communities and events happening during different time steps; i.e. dynamic dimension of communities [4]. Here, we give a summary of two main lines of research for studying the evolution of communities.

The first and the most intuitive approach uses some static community detection algorithms in each time step of the network. The changes undergone by the communities in different time steps are tracked according to some similarity/distance measures such as intersection of communities to determine the relationship among communities thereby tracking dynamicity of communities. This approach is called independent community mining. The main characteristic of this approach is discovering communities from the scratch in each time step using independent or equal algorithms. In the other category, there are algorithms that incorporate the information obtained in other snapshots for extracting communities of future time step and is called incremental community detection. This approach of algorithm improves the time and computational complexity compared to independent community detection approach [5-7]. In one dominant approach in this category, a cost-function is calculated in each time step trying to minimize the changes happening to communities in the following time step. This approach assumes that abrupt changes in subsequent time steps are unlikely and these changes have small impact on the community structure. This concept was introduced by Chakarbarti et al.[8] who coined the term evolutionary clustering in which two potentially contradicting criteria in an additive equation should be optimized. The first criterion is the correspondence of clustering result to current data as much as possible (clustering quality) and the second is keeping the shifts of the results between current clustering and previous time step as low as possible (history quality) to allow for temporal smoothness as formulated in equation 1.

\[ \text{Cost}_{\text{total}} = \alpha \text{Cost}_{\text{quality}} + (1 - \alpha) \text{Cost}_{\text{quality}} \]  (1)

Furthermore, there are some other direct methods with different definitions for quality and temporal cost. Whatever the definition is, cost functions are incorporated in different static clustering modularity [10], spectral [11], and inference-based [12] paradigms to capture the dynamic of the network. Survey papers [4,13,14] are used for a complete review. Following we review shortly some other important group of community detection paradigms.

In Modularity-based algorithms dense communities are recognized using modularity criterion [15,16] in which agglomerative algorithms greedily optimize modularity criterion. Modification of these algorithms is the basis of dynamic modularity based algorithms. For example, Gorke et al. [10] take the changing nodes in different time steps into a separate community and revise the membership according to some merge functions based on modularity criterion. However, modularity-based
community detection algorithms bear some weaknesses [17]: inability to handle noise and a large number of high score communities which avoid recognition of specific community structures [18] are among these problems. Evolutionary spectral clustering approach finds an n-dimensional placement of nodes according to a variation of adjacency matrix, e.g. eigenvalues as a cost function to regularize temporal smoothness [11] or investigate the changes to eigenvalues in different time steps [19]. The weakness of spectral-based clustering algorithms lies in high computational cost incurred during matrix multiplication which makes it a weak choice for very large networks. Inference-based methods are also another broad category which considers an underlying statistical model that can generate communities in the network. FacetNet [12] is the first probabilistic generative model proposed for analyzing evolution of communities and several other works have been introduced recently [20]. This category also suffers from high memory usage [21].

Usage of cognitive and social theories in clustering domain is also taking new dimensions recently. Apart from famous k-means algorithm and its derivations for example belief k-mode clustering [22] which are all placed in this category, cognitive inspired clustering are leveraged in different applications. Data dissemination based on cognitive theories [23] and linguistic clustering by prototype theory [24] are among recent approaches in this category. Human group formation based on homophily or similarity among members is also verified in different studies [25]. Now, we take advantage of social theories to introduce a new community detection algorithm in social networks applicable in both binary and weighted networks. In contrast to k-means like algorithms, the number of communities will be determined automatically according to characteristic of the network.

3. Proposed Model

Suppose a network G with n node where the interaction between each pair of members in time t is indicated by a symmetric binary/weighted link. This information can be represented in a proximity matrix \( W^t \) where \( W^t_{ij} \) denotes the proximity between member i and j according to the link weight of connected items (edge weight of binary network is 1).

Now, we describe how cognitive inspired disciplines helps to design an efficient community detection algorithm for tracking the evolution of communities. For this purpose, we leverage the approach that human uses for categorization: i.e. prototype based selection in our community detection algorithm and track the evolution of communities by following the dynamically updated structures between entities and the communities in the history of the network. In fact, communities are created and altered online in regard to the observed changes in the network. How to follow this relationship is the key to track the dynamic of communities. We explore functionality of this algorithm in two key phases of recognition and categorization. In the recognition phase, members are introduced to communities present in the networks and selection process according to a cognitive inspired similarity measure happens. In the second phase of learning, prototypes are updated to reflect the events happened in the network and set as proper candidate for future selection scenarios. These steps are explained in details in the next sections.

3.1 Recognition Phase

In this phase, members explore the environment and a selection process takes place similar to operation of prototype theory. Each input entry \( i \) along with its interacting neighbors recorded in \( W^t \) finds community prototypes available from past history and decides on the best one to join. This is through similarity checking of objects against prototypes. Now, we elaborate on the details of structures and similarity measure used in COGNISON.

Input entry leverages the minimum local information available of its own id and their neighbor ids, the frequency of interaction with its neighbor and the time of interaction to construct its own input structure and prototype structure. Hence, minimal features stored in prototype structure are ID member, frequency and time step of linked data observed (<id,frequency,time>). Obviously, at the beginning of the first time step, there is no community prototypes and the values of the first linked input entry are stored in the first community prototype. As the subsequent entries are entered, they are checked by a similarity measure to see whether they can be included in one of the existing prototypes or a new one should be created to accommodate properties of this entry. This process continues until all nodes in current time step are assigned to their communities. At beginning of next time steps, the available prototypes derived in previous time step are leveraged for comparison purpose. This is compatible with the idea that members tend to preserve their membership to their assigned communities in previous time steps.

Now, we elaborate on how to compute similarity measure of each data entry to available category prototypes. Assignment to one of the prototypes is steered by cognitive consistency theory. For this, we use finding of experiments directed by behavioral researchers in which to assess predictability of friends’ revisit in the future, one should consider the effects of frequency and spacing pattern of previous visits as major elements for prediction of future visits [26,27]. In their definition, frequency is the rate of previous visits and recency is the time elapsed since last visits. Whenever frequency and recency of visit is high, there is high possibility of revisit. We use this concept to categorize each input entries in the most similar community prototype and derive our measure to assess similarity of input entry \( i \) to each prototype \( C^t_i \in C^t \) as follows:
\[
\text{Likeness}(I, C'_i) = \sum_{t \in M} \text{Activity}_t \ast \text{Recency}_t
\]  
(2)
\[
\text{Recency}_t = e^{t-t_i}
\]  
(3)

In this equation, similarity is computed in Likeness formula which is computed based on two features of common members between input entry \( I \) and examined prototype \( C'_i \) (\( M \) denotes common members). The more common members exists in one prototype, the higher is the chance of selecting it. However, activity and recency of those common members in each prototype are other important factors for selection. Activity of a member in prototypes is the weights of its interaction when it is included in the prototype. Hence, more a node is observed, its activeness will be higher. For weighted networks, each observation of input entry will record the weight of interaction. Further, recency of each member is computed using an exponential function which takes into account the difference among current time and the last time the entry the member is observed. So, if the entry is observed in community in just current time step, this variable takes its highest value of 1 and if observed in older time steps, it acquires a value less than 1 which will decrease the previously seen activity of that member. If more than one community takes non-zero value of similarity, the one with highest measure is selected for inclusion of input entry.

### 3.2 Learning Phase

After the assignment of nodes to its best recognized communities, an update scheme should take place in the selected prototype to reflect the changes made due to recently added member structure assignment. If a member belongs to more than one community in the final stage, we assign the node to the community in which the node has the highest similarity. In the update process, three main feature of prototypes, i.e. \(<\text{id}, \text{frequency}, \text{time}>\) each are updated. ID of new member is added if not already present in the prototype structure and frequency of interaction is updated by summing up current frequencies of input entries to their old values present in the prototype. Finally, time property of the members present in the current time step is updated. In this way, activity of nodes which have not been observed in previous time step is decreased which helps the algorithms to be responsive to new events while preserving past events. This is achieved when exploiting likeness measure (eq. (2) and (3)) for selecting the best prototype.

### 4. Experimental Results

We examine the performance of the proposed algorithm on both evolving synthetic and real datasets. In the synthetic experimental section, in addition of toy example, we use the stabilized and frequently used synthetic LFR generator is used for artificial dataset generation and for real dataset experiment, the famous of MIT really mining dataset is exploited. The number of entities in synthetic and real dataset may change in different time steps. Further, the numbers of communities differs in the intervals. Since ARTISON inherits most of its properties from representative-based algorithms, proper comparison is achieved by comparing it to other representative-based algorithms. For this reason, we choose two state-of-art evolutionary k-means algorithms specially designed for dynamic settings of network for comparison purpose. This equals to compare ARTISON with the pioneer evolutionary framework extended to k-means [28] where two temporal and quality costs are optimized with a constant smoothing factor (\(\alpha\) in equation (1)) to capture the dynamic of the network. Further, we use another more recent evolutionary framework extended to k-means algorithm called Adaptive Evolutionary Clustering (AFFECT [29]) where optimal smoothing factor is determined automatically using a statistical approach. In all of these case, the optimum number of communities for each time step is determined by well-known silhouette width criterion [30]. This measure determines how compact the distance of communities are in a given time step and the maximum width of this measure is used to assess the number of needed communities in k-means. In addition, we use two other modern hierarchical agglomerative community detection algorithms based on modularity criterion in social network for real dataset experiments to make comparison with state of art algorithms. Louvain [31] and fast modularity [32] where both have acquired high performance in recent survey studies.

For the evaluation, we use four measures to determine the accuracy and quality of the community detection algorithms in different time steps via clustering Rand Index and F measure to indicates the amount of disagreement between discovered communities (\(C\)) and the labels of ground truth communities (\(C'\)). F measure is a harmonic mean of precision and recall measures where precision is the ratio of relevant objects (real community member detected) to total number of objects detected and recall is the ratio of relevant objects detected to total real ground truth members. All the mentioned measures reach their best at 1 and their worst at 0 value.

\[
F(C, C') = \frac{2|C \cap C'|}{|C|+|C'|}
\]  
(4)

Higher values of all of these measure are preferred. For quality of clustering we use another common measure in information theory called Entropy [33] to measure the quantity of the disorder observed in the results. Lower value of entropy is preferred which means better clustering result.

#### 4.1 Synthetic Dataset Evaluation

In the first experiment, we use a toy synthetic dataset in which different numbers of communities appear during the test to better verify the dynamic community tracking capabilities of the proposed algorithm. Figure 1 shows the diagram of the synthetic dataset.
As indicated in the figure, in the first time step, three communities are recognizable. Then, a merging happens and two communities are distinguishable in t=2 and t=3. Finally, we come back again to three communities observed first. For LFR generator, we use two experiments of switch and expand/contract events to test the performance of the algorithm. The other parameters of the generator are set as follows: average and maximum degree of node is set to 10 and 50, and minimum and maximum community size is 20 and 100 nodes respectively and the initial number of nodes is 500 nodes. The experiments are averaged over different runs since k-means based algorithms produce different results in multiple run due to initial node. In the switching event, the number of nodes during the whole experiment is fixed but they change their communities with probability of 20%. For the expansion event, we considered three expansions and two contraction events per time step by switching probability of 10% (50 nodes out of 500 nodes switch their community in each time step).

Figure 2 shows the result of competing algorithms in terms of Rand index and F measure. We presented the mean and standard error over all time steps. Since we expect a higher value for Rand index and F measure for recognition of the preferred community detection approach, we judge COGNISON as the superior one. For the standard deviation, COGNISON in several cases has higher deviation from other algorithms but high difference of the measure compared justify this variation.

Table 1. Comparison of proposed algorithm in synthetic datasets with other protocols in two measures of a) Rand Index, b) F measure.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Measures</th>
<th>COGNISON</th>
<th>AFFECT</th>
<th>Evolutionary-k-means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toy Dataset</td>
<td>Rand</td>
<td>0.86±0.16</td>
<td>0.70±0.05</td>
<td>0.72±0.15</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>0.80±0.25</td>
<td>0.58±0.14</td>
<td>0.60±0.26</td>
</tr>
<tr>
<td>Switch (0.2)</td>
<td>Rand</td>
<td>0.82±0.05</td>
<td>0.42±0.07</td>
<td>0.44±0.10</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>0.39±0.19</td>
<td>0.21±0.10</td>
<td>0.31±0.13</td>
</tr>
<tr>
<td>Expand</td>
<td>Rand</td>
<td>0.86±0.06</td>
<td>0.36±0.15</td>
<td>0.39±0.14</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>0.51±0.23</td>
<td>0.22±0.14</td>
<td>0.26±0.14</td>
</tr>
</tbody>
</table>

In this section, we intend to evaluate the performance of COGNISON on the Reality Mining dataset [34] commonly used for dynamic evaluation purpose [35,36]. This dataset is gathered by MIT media lab to analyze the cell phone activity of 90 participants consisting of students and staff interacting over a period of nine months. The large volume of approximately 500,000 hours of data is extracted by monitoring different cell usage of participants logged as incoming and outgoing calls, cell tower id, and any Bluetooth devices discovered during their interactions. Our experiments covers Bluetooth activity of participants which records the IDs of nearby Bluetooth devices (student or student ID) every five minutes. Affiliation of each participant is available to be used as the ground truth information as discovered by Eagle et al. [34]. Further, for finding optimal number of communities, we use silhouette measure [30].

4.2 Real Dataset Evaluation

Fig. 2. Comparison of Rand Index and F measure values achieved in real dataset for the five algorithms: COGNISON, AFFECT, evolutionary k-means, Louvain and Fast Newman clustering algorithms.
For entropy measure, lower value shows less quantity of disorder found in community detection and is desired. As depicted in the last row of Table 2, entropy of COGNISON is lower than all.

Notice that COGNISON has several distinguishing features. The ability of discovering the number of communities intrinsically is of great advantage while the other k-means based algorithms assess the number of optimal characters as inputs or find it through some other calculations external to the algorithm (e.g. using silhouette [37] as used in our experiments) for the initialization of the algorithm. Second, the algorithm is free of any smoothing factor commonly used for evolutionary algorithms. In fact, in COGNISON, there is no tradeoff between quality and history costs which makes it more robust to changes.

5. Conclusion and Future Works

Following the stream of works presented for dynamic community detection, specifically evolutionary clustering algorithms, we proposed another online dynamic community detection algorithm in social network context called COGNISON. While the initialization of each time step takes community snapshot of the previous time step into account, different mechanisms for link weighting cause the enforcement of strong links and weakening of weak links not present in the previous steps. This helps to solve a big challenge in most community detection algorithms; i.e. knowing the number of communities to pass as an input to the algorithm. The experimental results displayed the good performance of this algorithm against the state of art evolutionary algorithms and encourage the ongoing works on dynamic community detection to take more advantage of cognitive-inspired paradigms.
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Abstract
Although decreasing rate of death in developed countries because of Myocardial Infarction, it is turned to the leading cause of death in developing countries. Data mining approaches can be utilized to predict occurrence of Myocardial Infarction. Because of the side effects of using Angioplasty as main method for diagnosing Myocardial Infarction, presenting a method for diagnosing MI before occurrence seems really important. This study aim to investigate prediction models for Myocardial Infarction, by applying a feature selection model based on Wight by SVM and genetic algorithm. In our proposed method, for improving the performance of classification algorithm, a hybrid feature selection method is applied. At first stage of this method, the features are selected based on their weights, using weight by SVM. At second stage, the selected features, are given to genetic algorithm for final selection. After selecting appropriate features, eight classification methods, include Sequential Minimal Optimization, REPTree, Multi-layer Perceptron, Random Forest, K-Nearest Neighbors and Bayesian Network, are applied to predict occurrence of Myocardial Infarction. Finally, the best accuracy of applied classification algorithms, have achieved by Multi-layer Perceptron and Sequential Minimal Optimization.

Keywords: Artificial Neural Network; Sequential Minimal Optimization; REPTree; Knowledge Discovery in Databases; Myocardial Infarction.

1. Introduction
Myocardial Infarction (MI) is a prominent cause of death all around the world [1]. In spite of reduction in mortality rates because of cardiovascular diseases in developed countries, it is known as a significant cause of death in developing countries [2]. Based on [3] it is likely to ischemic heart disease become the most common cause of death by 2020 [3]. Myocardial Infarction is turned to the main cause of death for Iranian people above 35 years [4]. As mentioned in [5], Ischemic heart disease is known as the main cause of death in Western countries. Ischemic heart disease is happened due to Atherosclerosis. Atherosclerosis is the process of depositing Cholesterol and fat in the vessels especially in people with genetic susceptibility, overweight and obesity, inactive way of life, high blood pressure, and people who consume a lot of cholesterol and fat. This is lead to production of atherosclerotic plaques which cause the fully or partially blockage of blood [5]. Based on Ministry of Health and Medical Education report in 2012, the rate of mortality because of Myocardial Infarction is estimated 85 per 100,000 [2]. Myocardial Infarction means the death of heart muscle due to a sudden blockage of a coronary artery by a blood clot [6]. Thus, immediately after coronary occlusion, blood flow is stopped in the coronary vessels beyond the blocked site with the exception of a very small amount of collateral blood flow in surrounding vessels. So an area of the heart muscle with zero blood flow or with very low blood flow to do muscle action has been infarcted. This process is called Myocardial Infarction [5].

Data mining methods transform raw data into useful information [7]-[8]. Therefore, data mining can be regarded as a tool for acquiring knowledge from raw and meaningless data in the medical field, and in the field of Myocardial Infarction in particular. Data mining is a part of knowledge discovery in databases (KDD) [9]; in [10] data mining is introduced as a KDD process includes three stages: Data Preprocessing, Data Modeling and Data Post Processing [10]. Data modeling tasks in the data mining process are divided into two categories: predictive tasks and descriptive tasks. The algorithms of the predictive category include classification algorithms for discrete data, and regression algorithms, for continuous data [11], which are learned through supervised learning process [7].

The algorithms which determine the class labels based on the training data with particular labels are called classification algorithms [7]. Early detection of occurrence Myocardial Infarction seems to be very important because of its important role of mortality in the world and Iran. Angiography is a costly and non-invasive method for detecting the blockage in vessels and may have complications for patients such as bleeding at the insertion
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site to the vein, stroke, vascular injury, renal failure and even death. Thus, due to side effects of drugs and angiography [12], using prediction methods could consider really important. The aim of this study is early prediction of Myocardial Infarction using the classification algorithm and a proposed feature selection. In addition, a combined feature selection method was used along with the classification techniques. To the best of our knowledge, using genetic algorithm along with feature selection method has not been used so far. The algorithms Naïve Bayes, Support Vector Machine, Artificial Neural Network, K-Nearest Neighbors, Sequential Minimal Optimization, REPTree, Random Forest and Bayesian Network are used for reaching to this purpose. The paper is organized as follows: In second section the related researches in this field are reviewed. Section three describe the Myocardial Infarction data set. Section four explain the proposed model. Experimental Results comes in fifth section. In the section sixth the results are analyzed. The section seventh contains conclusion.

2. Literature Review

Many researches have been worked in this field. In a study, Baxt et al. in 2002, proposed a model for prediction of acute Myocardial Infarction. They used artificial Neural Network method. Data set used in this study consisted of 2204 patient with 40 attributes. The results showed that the Neural Network has a high potential for use in prediction of acute Myocardial Infarction [13]. The authors in [14] presented a system which detects abnormality in the heart and its walls. They used a real data set which contains 141 samples. After Feature selection, Support Vector Machine (SVM) algorithm was applied to the data. The results show that the selection of 3 main features selected by feature selection leads to high efficiency.

Conforti et al. in [15] employed a Support Vector Machine with 5 core functions include linear, Gaussian, Laplacian, polynomial and sigmoid. The aim was to categorize the patterns for detection of acute Myocardial Infarction (AMI). They used a dataset consisted of 242 patients with chest pain. 105 features in this data set were divided to 4 categories: history, ECG, electrocardiogram, and blood test. The best accuracy in 7 different Feature selection modes, on average, was equal to 85.85% for linear and polynomial function, 82.64% for the Gaussian, 86.43% for Laplace and 82.4% for the sigmoid. In [16], is used a Neural Network for diagnosing heart attacks. UCI datasets is used in this paper, consisted of 13 features. After preprocessing, clustering is used to determine categories. After the rules extracted in clusters using Mafia algorithm, a three layered Neural Network is applied on data. In [17], a model is presented to predict Myocardial Infarctions and coronary artery bypass graft. The algorithm C4.5 decision tree is used for classification. The data set consisted of 1200 patients. Size of the data set is reduced to 369 after excluding the inappropriate samples. After applying C4.5 tree, they extracted the relevant rules and the most important factors affecting the occurrence of Myocardial Infarction. In 2010, Arif et al. used Back Propagation Neural Network for detection Myocardial Infarction MI and determine its location. The main features was Q and T waves as well as ST-Elevation or ST-Depression. The data set used in this study consisted of 148 MI patients. Neural Network algorithm was used for both detection MI and determining its location. Sensitivity and specificity measures were used to assess the results of detection of MI (97.5% and 99.1%, respectively) [18]. In [19], 5 classification algorithms is employed to develop a model for prediction of heart attack. The algorithms used for this purpose included J48 decision tree, Bayesian Network, Naïve Bayes(NB), CART and REPTREE. 11 features were investigated in this study. According to the experimental results, J48, Naïve Bayes and CART classification methods achieved higher accuracy (99.07%) and proved to be better than Naïve Bayes techniques and Bayesian Network. In 2014, the authors used a model of multi-layered feed-forward Neural Network algorithm predicting heart attack, which utilized genetic algorithm for initialization and discovering the optimal weights for multi-layered feed forward Neural Network. The data set used in this study, obtained from UCI, which includes 270 cases and 13 features. Finally, in the evaluation stage, the propose method obtained accuracy of 88% [20]. In [21] is attempted to detect and locate MI using 4 algorithms include Probabilistic Neural Network (PNN), K-Nearest Neighbors (K-NN), Multi-layer Perceptron (MLP), and Naïve Bayes. The dataset used in this study included information of 549 patients with 15 features. After applying the algorithms to the data the highest accuracy for the detection of MI was obtained by the Naïve Bayes method, which was equal 94.74%. The obtained accuracy was lower for the diagnosis of MI. The author in [22] aimed to classify ECG signals as healthy or Myocardial Infarction. The data set used in this study was the PTB data set, included 82 healthy cases and 367 cases of Myocardial Infarction. After applying two methods of artificial Neural Network and Support Vector Machine on the data set, the results showed that SVM has higher accuracy than the artificial Neural Network. Sharma et al. in 2015, proposed a model for diagnosing Myocardial Infarction using K-Nearest Neighbors and SVM. The kernel functions Lin and RBF used for SVM algorithm. The accuracy obtained for K-NN was equal 81%. The accuracy resulted in using SVM was higher, so that SVM with Lin function obtained the accuracy 89% and SVM with RBF achieved to highest accuracy equal to 96% [23]. Kora and Kalva in 2015, proposed a model of Neural Networks (LN and SCG), K-NN and SVM combined with improved BAT algorithm for diagnosing heart attack. They used ECG features of PTB data base. This data base, used in this study, consisted of 52 normal cases and 148 MI. BAT algorithm was used for feature extraction. The results showed that, the highest accuracy
belongs to Neural Network (LM) which is equal to 98.1%. The other algorithms’ accuracy consisted of 87.9% for Neural Network (SCG), 65.1% for K-NN and 76.74% for SVM [24].

3. Myocardial Infarction Data Set Description

In this study, a dataset consisted of the information collected from 519 visitors to Shahid Madani Specialized Hospital of Khorram Abad, include 222 without MI and 297 with MI, is used. After reviewing patient records and consulting with specialists, and based on [3] and [12] books, features such as, Troponin I, CRP, LDH and three main heart arteries include LAD, RCA and LCX, were added to the features in articles reviewed. The dataset contains 52 features (51 predictor features and 1 goal feature), presented in table 1.

4. The Proposed Model

4.1 Preprocessing Process

Preprocessing method is an important part of data mining process which prepare the raw data for data mining [25]. Raw data is usually incomplete, noisy and incompatible [26] because of huge size of databases, integration of several various datasets or human errors [27]. In this study the missing values are filled using the same available values. Moreover, normalization, as a method for converting the data into a suitable form for data mining, is used in this study. In this study, the Min - Max normalization method on the interval of [0, 1] is used.

<table>
<thead>
<tr>
<th>Features</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>28-93</td>
</tr>
<tr>
<td>Sex</td>
<td>M, F</td>
</tr>
<tr>
<td>Weight</td>
<td>43-120</td>
</tr>
<tr>
<td>Body Mass Index (BMI)</td>
<td>16-42</td>
</tr>
<tr>
<td>Systolic Blood Pressure (SBP)</td>
<td>80 – 210</td>
</tr>
<tr>
<td>Diastolic Blood Pressure (DBP)</td>
<td>40 – 190</td>
</tr>
<tr>
<td>Heart Rate</td>
<td>50 – 190</td>
</tr>
<tr>
<td>Family History</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Smoke</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Obesity</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Hypertension</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Chronic Renal Failure (CRF)</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Cerebrovascular Accident (CVA)</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Congestive Heart Failure (CHF)</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Dyslipidemia (DLP)</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Blood Pressure</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Edema</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Fatigue and weakness</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Lung Rales</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Typical Chest Pain</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Distribution of pain to arms and neck</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Atypical CP (Atypical Chest Pain)</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Non-anginal CP (Non-anginal Chest Pain)</td>
<td>Yes, No</td>
</tr>
<tr>
<td>Exertional CP (Exertional Chest Pain)</td>
<td>Yes, No</td>
</tr>
</tbody>
</table>

4.2 Proposed Feature Selection Method

Feature selection is one of the most common used methods of dimensionality reduction. In this methods after removing the irrelevant features, the best features is kept and used [9].

At the first stage of the proposed feature selection method used in this study, weight by SVM is applied. Using this operator, first the features’ weights are specified. These features, then, are used in Genetic Algorithm, at the second stage. Genetic algorithm finds the best hypothesis by searching a hypothesis space. The initial hypotheses called a population is randomly generated and a fitness function is used for evaluating each hypothesis. Hypotheses with greater fitness have the higher probability of being chosen to create the next generation. Some of the best hypotheses may be retrained at the next generation, the other operations, crossover and mutation are used to generate new hypotheses. The size of population is same for all generations [28]. To the best of our knowledge, in subject of Myocardial Infarction prediction, the two using Genetic Algorithm along with feature selection is not used so far.

4.3 Classification Algorithms

Classification algorithms employed in this study, to assess the performance of proposed feature selection, consist of RRPTree, Random Forest, Bayesian Network, Support Vector Machine, Multi-layer Perceptron, K-Nearest Neighbors, Sequential Minimal Optimization and Naive Bayes.

4.3.1 RRPTree

RRPTree utilize the regression tree logic and creates many trees in various iterations. Next it chooses the best
tree from all created trees. In general, Reduced Error Pruning Tree (REPTree) is a fast decision tree learning method that create the trees in iterations and prunes them using reduced error pruning [29].

4.3.2 Random Forest

Random forest is a classifier contain of a combination of trees. Each tree is produced of a random vector sampled of the input vector. Every tree considered as a unit, which vote for the most popular class to classify instance [30].

4.3.3 Bayesian Network

Bayesian Network is a network based on the relationship between attributes. It utilizes statistic techniques to represent probability this relationships. This algorithm, similar to Naive base, uses Bayes rule [31].

4.3.4 Multi-Layer Perceptron (MLP)

Neural Network is capable of predicting new observations, from earlier ones, after executing the learning process using the past data [32]. One of the mostly used learning algorithm for Neural Networks is Multilayer Perceptron [33].

4.3.5 K-Nearest Neighbors (K-NN)

K-Nearest Neighbors algorithm is based on comparing a given test instance with training instances which are similar to it. When an unknown instance is given, the algorithm searches the pattern space for the k training instances that are closest to the unknown instance. These k training instances are the k “nearest Neighbors” of the unknown instance [26].

4.3.6 Support Vector Machine (SVM)

SVM is a classification algorithm, which is based on the statistical learning theory [34]. This algorithm maps input vectors to higher dimensional spaces where maximal separating hyper-planes are constructed. Two parallel hyper-planes are constructed on both sides of a data searching hyper-plane. The separating hyper-plane is the one that maximizes distance between two parallel hyper-planes [35].

4.3.7 Sequential Minimal Optimization (SMO)

SMO is used for learning SVM algorithm. This algorithm decrease the time of obtaining the weights for SVM, in optimization problems. This low time is due to using the serial optimizing methods and the linear memory that this methods require. SMO doesn’t need ant matrix storage. Since no matrix algorithms are employed in SMO, its sensitivity to numerical problems’ precision is low [36].

4.3.8 Naïve Bayes (NB)

The Naïve Bayes algorithm is a probabilistic classifier based on conditional probability. It means, the Naïve Bayes classifier uses probability to classify the new instance [9]. The algorithm uses of all the features contained in the dataset, and based on its main assumption, Conditional independence. In fact, it considers the features equally important and independent of each other [37].

5. Experimental Results

In this study, version 7.0.1 of RapidMiner is used for classification. To evaluate the performance of the classification models accuracy, sensitivity and specificity can be used, which are obtained using K-fold cross validation. They are the most popular measures for evaluating the classification performance.

Classification accuracy is one of the most common metrics for evaluating performance of the model. It is the ratio of TP and TN obtained by model to the total number of instances [38], as shown by equation (3):

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]

where TN, TP, FP and FN represents the number of true negatives, true positives, false positives and false negatives, respectively [39].

Sensitivity and specificity are also two performance measures for evaluating the efficiency of a classification technique. Sensitivity, or true positive rate, is the ratio of positive instances have been truly classified as positive. Specificity is the ratio of negative instances have been truly classified as negative [40].

5.1 Results

This section present the experimental results of the proposed classification models. These algorithms are compared to each other in 2 different statues, using or not using of feature selection method. The input parameter for selection of features using weight by SVM is set to “top p%”, where p value is equal to 0.7. It means the top 70% of all features are selected.

For genetic algorithm the best results are obtained when the number of generations is set to 10 and the population size set to 7. The other parameters are used at the software default. After using Genetic Algorithm, it selects 32 features from the 36 features selected using weight by SVM. The weights of the features selected in first stage and selected features after implementing second stage of feature selection is shown in Table 2. Third column of this table represent the selected features at end of the feature selection model.

Thus, the final features selected by proposed feature selection method include: CHF, Troponin I, CRP, Total cholesterol, LDL, HDL, ESR, Lymphocyte, BMI, sex, Family History, Obesity, CRF, CVA, FBS, Cr, TG, BUN, Hemoglobin, Na, EF, Edema, Lung rales, Typical chest pain, Dyspnea, Non-anginal CP, Exertional CP, ST Depression, T inversion, ST Elevation, Poor R Progression, LAD.

It is worth noting that the parameter K is set to 4. The other algorithms are implemented in defaults of software. Table 3 shows the results for implemented classification algorithms on
Myocardial Infarction dataset, in two states: using proposed feature selection method and not using feature selection.

Table 2. Selected Features by Proposed Feature Selection Method

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Weights of selected features after first stage of FS</th>
<th>Selection status after second stage of FS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ST Elevation</td>
<td>1.0</td>
<td>✓</td>
</tr>
<tr>
<td>Troponin I</td>
<td>0.98</td>
<td>✓</td>
</tr>
<tr>
<td>ST Depression</td>
<td>0.96</td>
<td>✓</td>
</tr>
<tr>
<td>CRF</td>
<td>0.94</td>
<td>✓</td>
</tr>
<tr>
<td>Exertional CP</td>
<td>0.92</td>
<td>✓</td>
</tr>
<tr>
<td>T inversion</td>
<td>0.9</td>
<td>✓</td>
</tr>
<tr>
<td>Obesity</td>
<td>0.88</td>
<td>✓</td>
</tr>
<tr>
<td>K</td>
<td>0.86</td>
<td>×</td>
</tr>
<tr>
<td>TG</td>
<td>0.84</td>
<td>✓</td>
</tr>
<tr>
<td>HDL</td>
<td>0.82</td>
<td>✓</td>
</tr>
<tr>
<td>ESR</td>
<td>0.8</td>
<td>✓</td>
</tr>
<tr>
<td>FBS</td>
<td>0.78</td>
<td>✓</td>
</tr>
<tr>
<td>Lymphocyte</td>
<td>0.76</td>
<td>✓</td>
</tr>
<tr>
<td>Edema</td>
<td>0.74</td>
<td>✓</td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>0.72</td>
<td>✓</td>
</tr>
<tr>
<td>Lung rales</td>
<td>0.7</td>
<td>✓</td>
</tr>
<tr>
<td>BUN</td>
<td>0.68</td>
<td>✓</td>
</tr>
<tr>
<td>EF</td>
<td>0.66</td>
<td>✓</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>0.64</td>
<td>✓</td>
</tr>
<tr>
<td>Poor R Progression</td>
<td>0.62</td>
<td>✓</td>
</tr>
<tr>
<td>LDL</td>
<td>0.6</td>
<td>✓</td>
</tr>
<tr>
<td>Non-anginal CP</td>
<td>0.58</td>
<td>✓</td>
</tr>
<tr>
<td>Typical chest pain</td>
<td>0.56</td>
<td>✓</td>
</tr>
<tr>
<td>Atypical CP</td>
<td>0.54</td>
<td>×</td>
</tr>
<tr>
<td>heart rate</td>
<td>0.52</td>
<td>×</td>
</tr>
<tr>
<td>Na</td>
<td>0.5</td>
<td>✓</td>
</tr>
<tr>
<td>Family History</td>
<td>0.48</td>
<td>✓</td>
</tr>
<tr>
<td>CVA</td>
<td>0.46</td>
<td>✓</td>
</tr>
<tr>
<td>CHF</td>
<td>0.44</td>
<td>✓</td>
</tr>
<tr>
<td>sex</td>
<td>0.42</td>
<td>✓</td>
</tr>
<tr>
<td>Total cholesterol</td>
<td>0.4</td>
<td>✓</td>
</tr>
<tr>
<td>DLP</td>
<td>0.38</td>
<td>×</td>
</tr>
<tr>
<td>LAD</td>
<td>0.36</td>
<td>✓</td>
</tr>
<tr>
<td>CRP</td>
<td>0.34</td>
<td>✓</td>
</tr>
<tr>
<td>BMI</td>
<td>0.32</td>
<td>✓</td>
</tr>
<tr>
<td>BMI</td>
<td>0.3</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 3. Performance of Classification Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nb</td>
<td>not using FS</td>
<td>95.95</td>
<td>95.96</td>
</tr>
<tr>
<td>Nb</td>
<td>using FS</td>
<td>96.72</td>
<td>96.97</td>
</tr>
<tr>
<td>MLP</td>
<td>not using FS</td>
<td>96.33</td>
<td>95.96</td>
</tr>
<tr>
<td>MLP</td>
<td>using FS</td>
<td>97.50</td>
<td>97.31</td>
</tr>
<tr>
<td>SVM</td>
<td>not using FS</td>
<td>96.15</td>
<td>95.96</td>
</tr>
<tr>
<td>SVM</td>
<td>using FS</td>
<td>95.76</td>
<td>96.30</td>
</tr>
<tr>
<td>K-NN</td>
<td>not using FS</td>
<td>95.75</td>
<td>93.27</td>
</tr>
<tr>
<td>K-NN</td>
<td>using FS</td>
<td>97.69</td>
<td>96.30</td>
</tr>
<tr>
<td>SMO</td>
<td>not using FS</td>
<td>96.15</td>
<td>96.30</td>
</tr>
<tr>
<td>SMO</td>
<td>using FS</td>
<td>97.30</td>
<td>97.31</td>
</tr>
<tr>
<td>REPTree</td>
<td>not using FS</td>
<td>94.61</td>
<td>93.94</td>
</tr>
<tr>
<td>REPTree</td>
<td>using FS</td>
<td>95.38</td>
<td>95.94</td>
</tr>
<tr>
<td>Random Forest</td>
<td>not using FS</td>
<td>90.37</td>
<td>97.98</td>
</tr>
<tr>
<td>Random Forest</td>
<td>using FS</td>
<td>93.45</td>
<td>97.64</td>
</tr>
<tr>
<td>Bayesian Network</td>
<td>not using FS</td>
<td>95.57</td>
<td>95.29</td>
</tr>
<tr>
<td>Bayesian Network</td>
<td>using FS</td>
<td>96.34</td>
<td>95.62</td>
</tr>
</tbody>
</table>

6. Analysis of the Results

As shown in Table 3, K-NN, MLP and SMO algorithms have the best accuracy. Besides, although the accuracy of these algorithms are the best, the other algorithms have achieved the accuracy above 93%. The chart in Figure 1 provide a comparison of accuracy of algorithms in two state using or not using of feature selection. From this chart it is obvious that using proposed feature selection method improved the accuracy of all the algorithms, except SVM. It is noting that although RF algorithm have achieved the lowest accuracy in comparison with the other algorithms, the 3% improvement of the accuracy of this algorithm after using feature selection method is notable.

The results also show that using the feature selection method have enhanced the sensitivity of algorithms, which means the tendency of algorithms to classify MI cases is increased. In terms of specificity measure, except for SVM, feature selection have led to higher results; it means that the trend of algorithms to predict heathy cases in increased. It is worth mentioning that using the feature selection method have caused a much improvement in specificity for RF algorithm, which is about 9%.

The results achieved in this study in comparison to the studied, reviewed in section 2, Show the better performance of proposed method. In compared to [14 - 15] and [22 - 24], which have used SVM, despite of reduction of accuracy after using feature selection, our implemented model with SVM algorithm achieved higher accuracy.

Moreover, our model using K-NN in compared to [21] and [23-24] have reached better accuracy, so that the accuracy of our model using K-NN is about 9% higher than the reviewed papers. The model in this study using MLP have reached better accuracy in comparison with the results of the models proposed in [13], [20 -22], so that the accuracy of our model using MLP is about 9% higher than the best accuracy which is resulted in [21].

Although Naïve Bayes algorithm’s result in this study is higher than the accuracy in [21], it is lower than the accuracy resulted in [19]. Also the accuracy of Bayesian Network and REPTree in our study is lower than the accuracies achieved in [19]. This being low of accuracy in some algorithms in our study may be due to the difference between the number and types of features and cases used in studies which can affect the results.
7. Conclusion

In this study a new feature selection method is proposed which utilized Weight by SVM and Genetic Algorithm. Eight classification algorithms, include Naïve Bayes, Multi-layer perceptron, Support Vector Machine, K-Nearest Neighbors, Bayesian Network, SOM, Random forest and REPTree, are applied to a real Myocardial Infarction. Findings showed that using this feature selection method can lead to higher accuracy for classification algorithms in predicting Myocardial Infarction. After applying the proposed feature selection method, a subset of the features selected and the results showed increasing in accuracy, specificity and sensitivity in all algorithms, except SVM. Among the investigated algorithms, K-NN (K=4), MLP and SOM algorithms, had the best accuracies, 97.69%, 97.50% and 97.30% respectively. Overall, it can be concluded that applying the feature selection method, used in this study, along with classification algorithms is almost a confident method for predicting Myocardial Infarction. High sensitivity and specificity, in addition to high accuracy of the algorithms, can be considered as a benefit of the proposed model. One weakness can be considered about work may be the large number of MI cases in compared to normal cases; because, in general, disease datasets are usually imbalanced and the number of disease cases are much less than normal cases. This problem could be effective on the results. In the future we are going to employ more classification algorithms using the proposed feature selection method by considering more normal cases than healthy cases. Besides, we want to make changes in our feature selection method using the other evolutionary method and weighting methods and compared the results. As a suggestion this method can be used for the other health problems, such as diseases prediction.
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Abstract

One of problems of OFDM systems, is the big value of peak to average power ratio. To reduce it, any attempt have been done amongst which, random phase updating is an important technique. In contrast to paper, since power variance is computable before IFFT block, the complexity of this method would be less than other phase injection methods which could be an important factor. Another interesting capability of random phase updating technique is the possibility of applying the variance of threshold power. The operation of phase injection is repeated till the power variance reaches threshold power variance. However, this may be a considered as a disadvantage for random phase updating technique. The reason is that reaching the mentioned threshold may lead to possible system delay. In this paper, in order to solve the mentioned problem, DCT transform is applied on subcarrier outputs before phase injection. This leads to reduce the number of required carriers for reaching the threshold value which results in reducing system delay accordingly.

Keywords: Orthogonal Frequency Division Multiplexing (OFDM); Peak-to-Average Power Ratio (PAPR); Random Phase Updating; Discrete Cosine Transform.

1. Introduction

If OFDM subcarriers would be summed in an inphase manner, a high signal peak would be produced in the time domain. As the signal variety range is an important factor in performance of telecommunication facilities (e.g. Transmitter/ Receiver), reduction in this range would lessen the system implementation expenses (1). High signal peaks in time domain can be troublesome in two aspects. One problem is reduction in analog to digital converters performance by expanding their input range and increasing the quantization noise. The other problem is a drop in performance level of RF amplifier in the transmitter side. In case of higher values of peak to average ratio of power in transmitted signal, trying to reduce the average values before the transmission process will affect the performance of amplifier and also raises the error probability in receiver; otherwise transmitted signal would be distorted because the peak signal power would be higher than the linear range of amplifier. Recently, PAPR overheads have been really considered as a problem, since the OFDM has had an important role in communication systems. In the last decade many solutions, such as Coding methods [3], Tone-reservation[4], Selective Mapping [5], Random phase injection algorithm [6] etc., has been proposed to solve the PAPR problem in OFDM systems. In this article we tended to improve the random phase updating technique (which is one of the phase injection methods) using discrete cosine transform as novel technique.

2. PAPR Problem and Random Phase Updating Technique

An important issue in multi carrier systems, especially OFDM systems, is the high ratio of peak to average power (PAPR), which is one of the inherent characteristics of the transmitted signal.

Generally, high peaks can be seen in transmitted signal when the phase of subcarriers signals would be summed constructively. PAPR is defined mathematically in the following review.

An OFDM signal can be written as follows [6]:

\[ s(t) = \sum_{m=0}^{M-1} b_m(t) e^{j2\pi(m/T)(t-iT)} p(t - iT) \]  

Where T is the OFDM symbol duration \( b_m(t) \) is the symbol of the mth sub channel at time interval iT. Which is ±1 for BPSK modulation, \( p(t) \) is a rectangular function with amplitude one and duration T, and M is the number of carriers. The OFDM signal of (1) in the time interval of \( 0 \leq t \leq T \) can be written as

\[ s(t) = \sum_{m=0}^{M-1} b_m e^{j2\pi(m/T)t} \]  

The power of \( s(t) \) is:

\[ p(t) = |s(t)|^2 = \sum_{m=0}^{M-1} \sum_{n=0}^{M-1} b_m b_n^* e^{j2\pi(m-n)/T)t} \]
The PAPR of the OFDM signal is written as:

$$\text{PAPR} = \frac{\text{Max}[p(t)]}{\text{Mean}[p(t)]}$$

(4)

The variation of the instantaneous power of OFDM signal from the average is:

$$\Delta p(t) = p(t) - \text{E}[p(t)]$$

(5)

And accordingly, the power variance (PV) of OFDM signal, denoted by \( p \), can be written as [3]:

$$p = \frac{1}{T} \int_{0}^{T} (\Delta p(t))^2 \, dt = \sum_{i=1}^{M-1} |R_{bb}(i)|^2$$

(6)

Where \( R_{bb}(i) \) is the autocorrelation function of the sequence \( b_m \).

$$R_{bb}(i) = \sum_{m=0}^{M-1-i} b_m b_{m+i}^*$$

(7)

The power variance \( p \) is a good measure of the PAPR. PV and PAPR are related to each other according to the following relationship:

$$Q\left(\frac{\text{PAPR} - 1}{\sqrt{p}}\right) + Q\left(\frac{1}{\sqrt{p}}\right) = \beta$$

(8)

Where \( \beta \) denotes the probability that \( p(t) \) is less than or equal to \( p_{\text{max}} \) and

$$Q(y) = \frac{1}{\sqrt{2\pi}} \int_{y}^{\infty} e^{-u^2/2} \, du$$

(9)

From (7) it is seen that for a fixed \( \beta \) the OFDM signal with high PAPR has a high value of \( p \). Because of the less computational burden in calculation of \( p \), see (5), 6], in this method concentrate on the power (variance and assess its value for the random phase updating algorithm. However, using (7) the corresponding value of PAPR can also be obtained. As shown in Fig. 1 in the random phase updating algorithm for each carrier a random phase is generated and assigned to that carrier. Using (2) the OFDM signal with phasing is written as:

$$s(t) = \sum_{m=0}^{M-1} b_m e^{j2\pi \left( \frac{m}{T} \right) + \phi_m}$$

(10)

Where \( 2\pi \phi_m \) is the mth subcarrier phase shift. Adding random phases to each subcarrier will change the power variance of OFDM signal. In the random phase updating algorithm, the phase of each subcarrier is updated by a random increment as:

$$(\phi_m)_i = (\phi_m)_{i-1} + (\Delta \phi_m)_i, m = 0, 1, ..., M - 1$$

(11)

Where \( \phi \) is the iteration index and \( (\Delta \phi_m)_i \) is the phase increment of \( m \)th subcarrier at \( i \)th iteration. In the random phase updating method, without loss of generality, the initial phase, i.e., \( (\Delta \phi_m)_0 \), can be considered zero. Consequently, a random phase increment is generated and the phase is updated by adding the increment to the phase of that subcarrier. Flow chart of the algorithm for this iterative phase updating is shown in Fig. 2. In Fig. 2(A) a certain threshold for PV is set and for Fig. 2 (B) a limited number of iterations is allowed:

![Fig. 1. Block diagram of OFDM with phasing showing the principle of adding phase shifts to the OFDM symbols.](image1)

![Fig. 2(a)](image2)

![Fig. 2(b)](image3)
In this method different distributions for the random phase increments have been considered and their influence on the PV has been investigated. Two distributions are Gaussian ($\Delta \Phi_m = N(0, x^2)$) and Uniform ($\Delta \Phi_m = \text{Unif}[0, x]$), where $x \in \{0, 0.25, 0.5, 0.75\}$. Results are shown in Table I.

Table 1. Power variance and number of iterations for the random phase updating algorithm with uniform and Gaussian distributions of phase increments

<table>
<thead>
<tr>
<th></th>
<th>Uniform Distribution</th>
<th>Normal Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power Variance</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>71.89</td>
<td>91.92</td>
</tr>
<tr>
<td>0.25</td>
<td>60.85</td>
<td>91.59</td>
</tr>
<tr>
<td>0.5</td>
<td>67.57</td>
<td>91.92</td>
</tr>
<tr>
<td>1.0</td>
<td>67.47</td>
<td>91.59</td>
</tr>
</tbody>
</table>

It is seen that there is no significant difference in the PV results when Gaussian or Uniform distribution is considered for the phase increments. In the rest of the method the uniform distribution has been chosen for the distribution of phase increments. The influence of different variances of the phase increments on the reduction of OFDM signal has been investigated. Results indicate a connection between phase shift variance and the PV number of iterations required reaching the threshold. Simulations have been carried out for different number of carriers as well as different PV thresholds. As shown in Fig. 3 when variance of phase shift increments is small the number of iterations is required.

This can be clearly justified. When standard deviation of phase increments is small the generated phases are likely not good to reduce the PAPR. But when the standard deviation of phase increments is large, the random phase increments have larger variations and it is more likely that their values be proper to decrease the PV. As seen in Fig. 4 by increasing the standard deviation of phase increments the number of iterations to reach the threshold decreases. Meanwhile, the lower the PV threshold the more the number of iterations. That is quite clear since lower threshold or smaller PV needs more iterations to select the proper phases for the subcarriers. From Fig. 3 the influence of different number of carriers on the number of iterations for different variances of phase shifts is also clear. It is obvious that increasing number of carriers from 8 to 48 slightly changes the number of iterations of the algorithm. As shown in Fig. 4, and unlike the number of carriers, the threshold level has a significant effect on the number of iterations of the algorithm. Efficiency of the algorithm is mainly related to the selected threshold level and consequently number of iterations and not the number of carriers. This is why in Section IV the dynamic reduction of threshold is proposed.

![Fig. 3](image3.png)

Fig. 3. Normalized mean number of iterations versus phase shift variance parameters $\sigma$; for $M = \{8, 16, 32, 48\}$ BPSK OFDM signal simulated with random phase updating algorithm (Fig. 2(A)).

![Fig. 4](image4.png)

Fig. 4. Normalized mean number of iterations versus phase shift variance parameter $\sigma$ for 8-carrier OFDM system and different threshold levels, simulated with random phase updating algorithm of Fig. 2(A).

Reducing of the PAPR with phasing implies a high degree of complexity and side information. For large number of carriers the computational burden for the calculation of PV is increased [see (5)]. Besides, because of more carriers more phases are involved in the algorithm which leads to more side information. The phase shifts have to be known at the transmitter and receiver. To lessen the problem, the quantization and grouping of the random phase increments has been carried out. Quantization of the phase shift to BPSK (i.e., 2) or QPSK (i.e., 4) type phase shifts (i.e., $\Delta \Phi_m \in \{0, 0.25, 0.5, 0.75\}$, respectively) each phase shift which leads to a reduced complexity of the algorithm. Grouping means subcarriers are bundled and all subcarriers in the same bundle (group) get the same phase shift increment (see Fig. 5). By grouping the complexity of the algorithm is further reduced. Simulations were carried out for a 16-carrier OFDM for two and four levels of phase quantization and different number of iterations (Fig. 6). Results shown in Fig. 6 indicate that rounding of the phase increments to two levels does not change the variance and reduces the mean of PV. Grouping for 16 carrier BPSK-OFDM was examined with...
2 groups of 8 carriers, 4 groups of 4 carriers and 8 groups of 2 carriers and for different

Fig. 5. Block diagram illustrating the grouping of the phases.

Fig. 6. Mean and standard deviation of power variance versus the phase quantization level for different number of iterations. OFDM with 16 carriers and BPSK modulation.

3. Discrete Cosine Transform

Discrete cosine transform is a reversible transform [7]. Input of this transform should be a vector and the process returns its discrete cosine Fourier transform as an output. This way autocorrelation of the input series would be dropped so that the PAPR would be reduced [8].

Discrete cosine transform is defined as equation (12):

\[ y(k) = w(k) \sum_{n=1}^{N} x(n) \cos \left( \frac{\pi(n-1)(k-1)}{2N} \right), \quad (12) \]

Which in equation:

\[ w(k) = \begin{cases} 
\frac{1}{\sqrt{N}}, & k = 1 \\
\frac{2}{N}, & 2 \leq k \leq N
\end{cases} \]

Since the discrete cosine transform reduces the intersymbol correlation, it can also reduce the PAPR. This transform is really interested because it produces low complexity and also it has no destructive effects on BER [9].

4. Combination of Discrete Cosine Transform and Updating Random Phase Techniques

One of the important advantages of random phase updating technique, is the relation between OFDM symbol power variance and PAPR. The complexity of this technique is less than that of most phase injection methods, because opposed to PAPR method, the power variance is computable before IFFT block. Another capability of random phase updating technique, is applying threshold power variance. In this method, phase injection would be continued until the time that power variance reaches to its threshold. However, it is possible that the power would not reach to its threshold value in a pre-determined time. This could be a disadvantage for random phase updating technique.

Therefore another technique is required as well as random phase updating for reducing both PAPR and complexity, currently. It is worth mentioning that in the proposed system, DCT of subcarriers is calculated before phase injection. This results in reducing symbols correlation which leads to power spectral density reduction. After phase injection, random phase updating is applied to new subcarriers. This leads to more reduction of PAPR compared to random phase updating. Also, the number of iterations for reaching threshold power variance world be would reduced. The block finally the BER would be reduced.

Fig. 7. The block diagram of combining random phase updating and DCT

5. Simulation Results

In the simulation results, it will be shown that the number of iterations required for reaching threshold power variance, PAPR value and bit error rate parameter, would be improved using the proposed combination technique.

5.1 Reducing the Number of Iterations Required for Reaching Threshold Power Variance

As discussed in section 4, reaching a desired threshold power variance requires to additional delay in random phase updating technique. This is one of the most important disadvantages of the mentioned technique. In order to, solve this problem, simultaneous using both DCT pre-coder and random phase updating is proposed in this paper. The proposed scheme is simulated using MATA LAB. As it is shown in pictures (8 and 9), applying discrete cosine transform besides updating random phase technique, causes a considerable reduction in the numbers of repetitions required to reach the power variance (rather than updating random phase technique itself).
As shown in pictures (10-13), discrete cosine transform and updating random phase technique together, reduces the numbers of repetitions required to reach the power variance. Simulation has been done on a 16-carrier OFDM system using BPSK modulation for a 10 dB power variance (Picture (10)); a 12 dB power variance (Picture (11)); a 15 dB power variance (Picture (12)) and a 22 dB power variance (Picture (13)).

5.2 Reducing PAPR Value

Based on (7), power variance value has a forward correlation with PAPR. Therefore, using the proposed combination scheme, PAPR would be reduced with a value of 1.8 db more than that of random phase updating method. This, can be verified using CCDF diagram.
5.3 Improving BER

In order to send a signal through a wireless communication channel, it is required that the transmitting signal be amplified at the sender side. It should be mentioned that the power amplifiers often have a limited range. Therefore, the signal power could not be increased with a desired value. As a result, BER at the receiver side would be increased due to signal attenuation. However, since using the proposed combination scheme PAPR would be decreased, BER would be decreased too. Based on Fig.15, BER of the proposed scheme decreased with a value of 2.1 db compared to random phase updating technique.

6. Conclusion

In the proposed scheme, the DCT of subcarriers should be calculated before phase injection. Then, random phase updating should be applied to new sub-carriers. The result of this modification is as follows a. reduction of the numbers of iterations required to reach the threshold power variance, b. reducing PAPR with a value of 1.8 db, compared to random phase updating technique. And c. improvement of BER.
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Abstract
In this paper, a novel filter is provided that estimates the states of any nonlinear system, both in the presence and absence of uncertainty with high accuracy. It is well understood that a robust filter design is a compromise between the robustness and the estimation accuracy. In fact, a robust filter is designed to obtain an accurate and suitable performance in presence of modelling errors. So in the absence of any unknown or time-varying uncertainties, the robust filter does not provide the desired performance. The new method provided in this paper, which is named hybrid robust cubature Kalman filter (CKF), is constructed by combining a traditional CKF and a novel robust CKF. The novel robust CKF is designed by merging a traditional CKF with an uncertainty estimator so that it can provide the desired performance in the presence of uncertainty. Since the presence of uncertainty results in a large innovation value, the hybrid robust CKF adapts itself according to the value of the normalized innovation. The CKF and robust CKF filters are run in parallel and at any time, a suitable decision is taken to choose the estimated state of either the CKF or the robust CKF as the final state estimation. To validate the performance of the proposed filters, two examples are given that demonstrate their promising performance.

Keywords: Uncertainty; State Estimation; Cubature Kalman Filter (CKF); Robust CKF; Hybrid Robust CKF.

1. Introduction
One of the essential problems in control theory and signal processing is the problem of dynamic state estimation. Mostly, the extended Kalman filter (EKF) is used to estimate the states of nonlinear systems [1,2]. In EKF, it is necessary to calculate Hessian and Jacobian matrices at each iteration. Therefore, this filter has linearization error and is not suitable for highly nonlinear functions. Cubature Kalman filter (CKF) has been presented to dominate the limitations of EKF [3-5]. Moreover, the CKF has a higher approximation accuracy compared to the EKF and has an easier algorithm to implement, because it avoids weighty calculation of the Jacobian and Hessian matrices. Because of these advantages, CKF has been used in many applications [6-8]. When the process and measurement models of a system are known, we will have the best performance for each estimator (EKF or CKF). Nevertheless, in many physical systems, the obtained model is an approximate with parametric uncertainty and unknown external input. Furthermore, the process and measurement noises may be colored and biased instead of being zero mean and white. Recently, uncertainties in the plant model are considered and several robust filtering methods have been provided, including robust Kalman filter [9,10], robust minimum variance filters [11,12], smooth variable structure filter [13], risk-sensitive filter [14] and so on. These filters are different in terms of the uncertainty present in the plant. Unfortunately, finding an effective and accurate model for the plant in the presence of uncertainty is often difficult.

The present work solves this problem and acts in such a way that does not require any specific information about the plant uncertainty. The proposed modification in CKF is capable of preserving filter performance in the presence of uncertainty and unknown disturbance in the plant description. In other words, a new robust nonlinear filter will be proposed. In addition, these uncertainties do not have an upper limit (like a bounded norm).

It is well understood that a robust filter design is a compromise between estimation accuracy and robustness. A robust filter is designed to obtain an accurate and suitable performance considering the errors of modelling [15-17]. Thus, in the absence of any unknown or time-varying uncertainties, the robust filter does not provide the desired performance. This issue has caused that in this paper, a hybrid robust CKF is proposed so that detects and adjusts itself with respect to the uncertainty of the system. The hybrid robust CKF consists of both filters: a CKF and a robust CKF that run in parallel. At each time step, choosing one of these two types of filters to estimate the final state is related to the uncertainty and based on the amount of the normalized innovation corresponding to the two filters (CKF and robust CKF). Therefore, it is expected that the hybrid robust CKF has a desirable performance even in the absence of uncertainty.

This paper is configured as follows. In Section 2, the problem formulation is briefly described. The estimation
of uncertainty using a low pass filter is investigated in Section 3. Section 4 and Section 5 include the proposed robust CKF and hybrid robust CKF, respectively. In Section 6, simulation results and comparison of the proposed algorithms with CKF algorithm are given. Finally, in Section 7, conclusion is presented.

2. Problem Formulation

Consider the discrete-time nonlinear stochastic control system.

\[ x_k = f(x_{k-1}, u_{k-1}) + w_{k-1} \]  \hspace{1cm} (1)

\[ z_k = h(x_{k-1}) + v_k \]  \hspace{1cm} (2)

Where \( x_k \in \mathbb{R}^n \) is the stochastic state vector, \( u_k \in \mathbb{R}^p \) is a known control input and \( z_k \in \mathbb{R}^m \) is the measurement vector, \( w_{k-1} \) and \( v_k \) are zero mean white Gaussian noises with covariance matrices \( Q_{k-1} \) and \( R_k \), respectively. The process noise \( w_{k-1} \) denotes any kind of uncertainty which disturbs the system. Moreover, \( w_{k-1} \) and \( v_k \) are assumed to be uncorrelated. The problem is to estimate the system states using the measurements \( z_k \).

3. Estimation of Uncertainty Using a Low Pass Filter

As said before, the process noise \( w_{k-1} \) represents any kind of uncertainty which disturbs the nominal system \( x_k = f(x_{k-1}, u_{k-1}) \). In the state transition equation (1), a quantity equal to the uncertainty \( w_{k-1} \) is expressed as

\[ w_{eq,k-1} = x_k - f(x_{k-1}, u_{k-1}) \]  \hspace{1cm} (3)

Then, an estimate of this uncertainty at the existing step is written as follows

\[ \hat{w}_k = \hat{w}_{eq,k-1}(\hat{x}_k) = \hat{x}_k - f(\hat{x}_{k-1}, u_{k-1}) \]  \hspace{1cm} (4)

To estimate the uncertainty, a low pass filter is used as [18].

\[ \hat{w}_k = \prod_{j=1}^{k} \hat{w}_{eq,j-1}(\hat{x}_j) = \prod_{j=k-1}^{k} (\hat{x}_j - f(\hat{x}_{k-1}, u_{k-1})) \]  \hspace{1cm} (5)

where \( \Pi \) is a diagonal matrix with low pass filter entries. While a lot of candidates are possible in the selection of the \( \Pi \) matrix; here, the following first-order discrete filters have been applied.

\[ k_i(z) = \frac{b_i}{1-a_iz^{-1}} \hspace{1cm} i = 1,2,\ldots,n \]  \hspace{1cm} (6)

Therefore, the matrix \( \Pi \) will take the form

\[ \Pi(z) = diag(k_1, k_2,\ldots,k_n) \]  \hspace{1cm} (7)

By expanding (7), the state-space realization of (5) is written as follows

\[ \hat{w}_k = A\hat{w}_{k-1} + B(\hat{x}_k - f(\hat{x}_{k-1}, u_{k-1})) \]  \hspace{1cm} (8)

where, \( A = diag(a_1,\ldots,a_n) \) and \( B = diag(b_1,\ldots,b_n) \). The discrete LPFs in (6) should have a unity DC gain, that is \( k_1(1) = 1(i = 1,\ldots,n) \). Thus, \( a_1 + b_1 = 1 \) and naturally \( A + B = I \).

4. Robust Cubature Kalman Filter

In this section, the cubature Kalman filter is introduced briefly and then it is extended to develop a new robust cubature Kalman filter.

4.1 Cubature Kalman Filter

All of known filters have problems such as divergence in high-dimensions. Dimension problem is related to state space and is observed in higher dimension state space models. In recent years, the cubature Kalman filter was proposed in order to solve divergence and dimension problems [3]. This filter is a nonlinear method to estimate the system states with an upper dimension limit based on the spherical-radial cubature rule [4]. There is no need to make a derivative in the cubature rule. Thus, it is not necessary to compute the Jacobian and Hessian matrices. CKF algorithm is demonstrated in [3,4] completely.

4.2 Robust Cubature Kalman Filter

The robust CKF is a combination of the traditional CKF with a new uncertainty estimator. This filter is designed to estimate the states of any nonlinear system in presence of various types of uncertainties including, the parameter uncertainty or the unknown input. This filtering algorithm is similar to the traditional CKF, except that the estimated uncertainty \( \hat{\omega}_{k-1} \) and an uncertainty estimation error covariance \( P_w_{k-1} \) are included in the algorithm. The robust CKF consists of the following steps.

1. Initialize \( (\hat{x}_{k-1} | k-1) \text{ and } p_{k-1} | k-1) \)

2. Initial density at time \( k - 1 \) can be decomposed as follows

\[ P_{k-1 | k-1} = S_{k-1 | k-1} S_{k-1 | k-1}^T \]  \hspace{1cm} (9)

3. Obtain the cubature points

\[ X_{i,k-1} = S_{k-1 | k-1} \xi + \hat{x}_{k-1} \text{ for } i = 1,2,\ldots,m \]  \hspace{1cm} (10)

4. In this step, the cubature points pass through the nonlinear function \( f(\cdot) \).

\[ X_{i,k|k-1} = f(X_{i,k-1 | k-1}, u_{k-1}) + \hat{w}_{k-1} \]  \hspace{1cm} (11)

5. The predicted mean is computed at the time update

\[ \hat{x}_{k|k-1} = \frac{1}{m} \sum_{i=1}^{m} X_{i,k|k-1} \]  \hspace{1cm} (12)
6. The predicted covariance is computed at the time update

\[ P_{\hat{x},k|k-1} = \frac{1}{m} \sum_{i=1}^{m} X_{i,k|k-1} \hat{X}_{i,k|k-1}^T - \hat{X}_{k|k-1} \hat{X}_{k|k-1}^T + P_{w,k} \]  

\[ (13) \]

7. The covariance matrix achieved from the previous step is decomposed again as

\[ P_{k|k-1} = S_{k|k-1} S_{k|k-1}^T \]  

\[ (14) \]

8. Obtain the new cubature points

\[ X_{i,k|k-1} = S_{k|k-1}^{\frac{1}{2}} \xi_i + \hat{X}_{k|k-1} \]  

\[ (15) \]

9. The cubature points pass through the nonlinear function \( h(\cdot) \).

\[ Y_{i,k|k-1} = h(X_{i,k|k-1}, u_{k-1}) \]  

\[ (16) \]

10. The predicted observation is computed at the measurement update

\[ \hat{y}_{k|k-1} = \frac{1}{m} \sum_{i=1}^{m} Y_{i,k|k-1} \]  

\[ (17) \]

11. The predicted innovation covariance is calculated at the measurement update

\[ P_{yy,k|k-1} = \frac{1}{m} \sum_{i=1}^{m} Y_{i,k|k-1} Y_{i,k|k-1}^T - \hat{y}_{k|k-1} \hat{y}_{k|k-1}^T + R_k \]  

\[ (18) \]

12. The predicted cross covariance is

\[ P_{xy,k|k-1} = \frac{1}{m} \sum_{i=1}^{m} X_{i,k|k-1} Y_{i,k|k-1}^T - \hat{x}_{k|k-1} \hat{y}_{k|k-1}^T \]  

\[ (19) \]

13. The CKF gain is

\[ K_k = P_{xy,k|k-1} P_{yy,k|k-1}^{-1} \]  

\[ (20) \]

14. Compute the updated state and covariance

\[ \hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k (y_k - \hat{y}_{k|k-1}) \]  

\[ (21) \]

\[ P_{\hat{x},k|k} = P_{\hat{x},k|k-1} - K_k P_{yy,k|k-1} K_k^T \]  

\[ (22) \]

15. Update the uncertainty estimation

\[ \hat{w}_k = A \hat{w}_{k-1} + B (\hat{x}_k - f(\hat{x}_{k-1}, u_{k-1})) \]  

\[ (23) \]

16. Update the uncertainty estimation error covariance (derived in lemma 1)

\[ P_{w,k} = P_{w,k-1} + (BK_k) R (BK_k)^T + Q_{k-1} \]  

\[ (24) \]

Block diagram of the proposed robust CKF is shown in Figure 1.

**Lemma 1.** The uncertainty estimation error covariance can be written as follows

\[ P_{w,k} = P_{w,k-1} + (BK_k) R (BK_k)^T + Q_{k-1} \]  

\[ (25) \]

Proof: We have

\[ \hat{x}_{k|k-1} = f(\hat{x}_{k-1|k-1}, u_{k-1}) + \hat{w}_{k-1} \]  

\[ (26) \]

Using this equation, the estimated uncertainty in \( \hat{x}_{k|k-1} \) can be obtained as follows

\[ \hat{w}_k = A \hat{w}_{k-1} + B (\hat{x}_k - f(\hat{x}_{k-1}, u_{k-1})) \]

\[ A \hat{w}_{k-1} + B (\hat{x}_k - \hat{x}_{k|k-1}) + B \hat{w}_{k-1} = \hat{w}_{k-1} + B (\hat{x}_k - \hat{x}_{k|k-1}) \]  

\[ (27) \]

Since \( A + B = I \).

From equation (21) we have

\[ \hat{x}_{k|k} - \hat{x}_{k|k-1} = K_k (y_k - \hat{y}_{k|k-1}) \]  

\[ (28) \]

Now, using (27) and (28) we obtain
\[ \hat{w}_k = \hat{w}_{k-1} + B(\hat{x}_k - \hat{y}_{ijk-1}) = \hat{w}_{k-1} + B\hat{K}_k(y_k - \hat{y}_{ijk-1}) \]  
\[ (w_k - \hat{w}_k) = (w_{k-1} - \hat{w}_{k-1}) - BK_k(y_k - \hat{y}_{ijk-1}) + \Delta w_k \]  
\[ \tilde{w}_k = \tilde{w}_{k-1} - BK_k\tilde{y}_k + \Delta w_k \]

where, \((y_k - \hat{y}_{ijk-1})\) can be approximated by the measurement noise \(v_k\). Noises \(\tilde{w}_k\), \(v_k\) and \(\Delta w_k\) are uncorrelated and the uncertainty error covariance is as follows.

\[ E[\tilde{w}_k \tilde{w}_k^T] = P_{w,k} \]

Finally, using equations (32) and (33), the uncertainty estimation error covariance, \(P_{w,k}\) can be derived as

\[ P_{w,k} = P_{w,k-1} + (BK_k)^T \hat{R}(BK_k)^T + Q_{x,k-1} \]  

5. Hybrid Robust Cubature Kalman Filter

A robust filter will be designed in this section to keep a balance between uncertainty and estimation error; therefore, it has a desired performance in the presence or absence of any unknown input or uncertainty. In fact, the CKF and robust CKF run in parallel in the proposed method. At any instant, a proper decision is taken to choose either the estimated state of the CKF or the robust CKF as the final state estimation.

The presence of uncertainty shows itself as a big innovation. A simple assessment method for this problem is based on the normalized innovation which is given as

\[ \varepsilon_k = \lambda_k \delta_k \lambda_k \]  

where, \(\lambda_k\) is the innovation and \(\delta_k\) is the innovation covariance. At each time step, \(\varepsilon_k\) is computed by both of the filters. Finally, the filter is selected as the final state estimator that has less innovation. Instead of a statistical decision making, a moving average of the normalized innovations is considered as follows

\[ \varepsilon_k^T = \frac{1}{s} \sum_{i=k-s+1}^{k} \varepsilon_i(i) \]  

where \(s\) is the moving window’s width. Suppose at time \(k\), the CKF state estimation is \(x_{ckf}(k|k)\) and covariance matrix is \(P_{ckf}(k|k)\), the robust CKF state estimation is \(x_{Rckf}(k|k)\) and covariance matrix is \(P_{Rckf}(k|k)\) and the corresponding amounts for the hybrid robust CKF are \(x_{HyRckf}(k|k)\) and \(P_{HyRckf}(k|k)\), respectively. The output of robust CKF is one of the two types of the CKF or the robust CKF. However, as stated above, the output of this filter is the output of the filter (CKF or robust CKF) that has less innovation. The innovation of the CKF and the robust CKF are demonstrated by \(\varepsilon_{k,ckf}\) and \(\varepsilon_{k,Rckf}\), respectively. In this type of filter, decision-making is performed as follows

\[ x_{ckf}(k \mid k), \quad P_{ckf}(k \mid k) = \begin{cases} 
\text{CKF} & \text{if } \varepsilon_{k,ckf} > \gamma \varepsilon_{k,Rckf} \\
\text{ROBUST CKF} & \text{if } \varepsilon_{k,ckf} \leq \gamma \varepsilon_{k,Rckf} 
\end{cases} \]

where, \(\gamma\) is a scalable parameter that depends on the permissible amount of uncertainty in the system.

Block diagram of the proposed hybrid robust CKF is shown in Figure 2.

![Fig. 2. Block diagram of the proposed hybrid robust CKF.](image-url)
6. Simulation Results

In this section, two examples are given to show the performance of the proposed filters, in comparison with the traditional CKF. The first example is related to a ballistic target motion model with unknown ballistic coefficient and aerodynamic forces adopted from [19]. The second example is related to the Euler-discretized van der Pol oscillator that is adopted from [20].

Example 1) The ballistic target motion model with unknown ballistic coefficient is given by [19].

\[ s_{k+1} = \Phi s_k + Gf(s_k) + G \begin{bmatrix} 0 \\ -g \end{bmatrix} + w_k \]  

(37)

where \( s_k \) is the target state vector given as follows

\[ s_k = \begin{bmatrix} x_k & \dot{x}_k & y_k & \dot{y}_k & \beta_k \end{bmatrix} \]  

(38)

\( x_k \) and \( y_k \) are target positions, \( \dot{x}_k \) target velocity along \( x \) axis, and \( \dot{y}_k \) target velocity along \( y \) axis. \( B_k \) is the unknown ballistic coefficient that evolves through time as follows.

\[ \beta_k = \beta_{k-1} + w_k^\beta \]  

(39)

where \( w_k^\beta \) is a sequence of independent, identically distributed (IID) Gaussian variables with zero mean and variance \( \bar{q} \). Furthermore, \( g \) is the gravity acceleration and the matrices \( \Phi \) and \( G \) are as follows

\[ \Phi = \begin{bmatrix} 1 & \Delta & 0 & 0 & 0 \\ 0 & 0 & 1 & \Delta & 0 \\ 0 & 0 & 0 & 1 & \Delta \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \]  

\[ G = \begin{bmatrix} \frac{\Delta^2}{2} & 0 \\ 0 & \frac{\Delta^2}{2} \\ 0 & 0 \end{bmatrix} \]  

(40)

where \( \Delta \) is the time interval between two consecutive radar measurements. \( w_k \) is a sequence of IID Gaussian random vectors, with zero mean and a covariance matrix as follows.

\[ Q = \begin{bmatrix} q\Delta^3 & q\Delta^2 & 0 & 0 & 0 \\ \frac{q\Delta^2}{3} & \frac{q\Delta}{2} & 0 & 0 & 0 \\ 0 & 0 & q\Delta^3 & q\Delta^2 & 0 \\ 0 & 0 & \frac{q\Delta^2}{3} & \frac{q\Delta}{2} & 0 \\ 0 & 0 & 0 & 0 & q\Delta \end{bmatrix} \]  

(41)

where \( q \) is a positive real number and \( \bar{q} \) is the variance of \( w_k^\beta \) in (39). Finally, \( f(s_k) \) is the nonlinear function in (37) that denotes the ballistic coefficient \( \beta_k \) and is given by

\[ f(s_k) = -0.5 \frac{g}{\beta_k} \rho(y_k) \sqrt{\dot{x}_k^2 + \dot{y}_k^2} \]  

(42)

where \( \rho(\cdot) \) is the air density, which is defined as follows.

\[ \rho(y_k) = c_1 \exp(-c_2 y_k) \]  

(43)

with

\[ \begin{cases} c_1 = 1.227, & c_2 = 1.093 \times 10^4 \text{ for } y < 9144m \\ c_1 = 1.754, & c_2 = 1.49 \times 10^4 \text{ for } y \geq 9144m \end{cases} \]

The two dimensional observation vector is as \( z_k = [r_k \ v_k]^T \), where \( r_k \) is the measured range and \( v_k \) is the elevation angle. Measurement equation is expressed as follows

\[ z_k = \begin{bmatrix} \sqrt{x_k^2 + y_k^2} \\ \arctan\left(\frac{y_k}{x_k}\right) \end{bmatrix} + v_k \]  

(44)

\( v_k \) is a Gaussian random sequence with zero mean and covariance matrix

\[ R = \begin{bmatrix} \sigma_r^2 & 0 \\ 0 & \sigma_e^2 \end{bmatrix} \]  

(45)

To simulate the trajectory, the parameter values are chosen as \( g = 9.8 \), \( \Delta = 2s \), \( q = \bar{q} = 5 \), \( \sigma_r = 150m \), \( \sigma_e = 150m \) and \( \sigma_e = 150rad \). All three filters are initialized as follows

\[ x_0 = \hat{x}_{q0} = \begin{bmatrix} 232000m \\ 2290 \cos(190^\circ) m/s \\ 88000m \\ 2290 \sin(190^\circ) m/s \\ 40000kg.m^{-1}.s^{-2} \end{bmatrix} \]

\[ P_{q0} = \text{diag}\left((10000m^2, 50m^2, 2.5, 1000m^2, 50m^2, 2.5, 2500(1kg.m^2.s^{-2} ))\right) \]

To evaluate the performance of the proposed filters, two cases are considered:

A) It is assumed that the ballistic coefficient and aerodynamics forces are completely unknown, so instead of \( f(\cdot) \) in (37) zero is replaced.

B) It is assumed that the ballistic coefficient and aerodynamics forces are completely known.

For the robust CKF, the parameters are selected as \( A = 0.8 [5\times5], B = 0.2 [5\times5] \). Initial mean of uncertainty is \( \hat{w}_0 = [0 \ 0 \ 0 \ 0 \ 0]^T \) and initial uncertainty covariance is assumed to be \( P_{w,0} = Q \). In addition, the scaling parameter and the moving window width are \( \gamma = 2.5 \) and \( s = 5 \) respectively. The root mean square error (RMSE) index is used to compare the performance of the three filters. This index is defined as
\[ RMSE(x) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \hat{x}_i)^2} \]  

(46)

For all of the three filters, the corresponding root mean square error (RMSE) curves for the estimated target position are shown in Figs (3-6). These figures have been achieved through the implementation of 100 Monte Carlo runs. It can be seen in these figures that when the ballistic coefficient and aerodynamics forces are unknown (figs 3-4), the robust CKF and hybrid robust CKF give better results than the CKF. But when the ballistic coefficient and aerodynamics forces are known (figs 5-6), the hybrid CKF follows the traditional CKF and the performance of these two filters is better than the robust CKF. So, both in presence and in the absence of any uncertainty, the hybrid CKF has a promising performance.

![Fig. 3. RMS error along x-axis when the ballistic coefficient and aerodynamics forces are unknown.](image)

![Fig. 4. RMS error along y-axis when the ballistic coefficient and aerodynamics forces are unknown.](image)

![Fig. 5. RMS error along x-axis when the ballistic coefficient and aerodynamics forces are known.](image)

![Fig. 6. RMS error along y-axis when the ballistic coefficient and aerodynamics forces are known.](image)

Example 2) The Euler-discretized van der Pol oscillator is given as follows [20].

\[
\begin{align*}
\mathbf{x}_k &= \begin{bmatrix} x_{1,k} \\ x_{2,k} \end{bmatrix} = \begin{bmatrix} x_{1,k-1} + T x_{2,k-1} \\ -T x_{1,k-1} + (1 + 1 - T x_{2,k-1}) x_{2,k-1} \end{bmatrix} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u_{k-1} + w_{k-1} \\
\end{align*}
\]  

(47)

where, \( \mathbf{x}_k = [x_{1,k} \ x_{2,k}]^T \) is the state vector, \( u_{k-1} \) is the external input assumed to be unknown, \( w_{k-1} \) is a white Gaussian noise with zero mean and covariance \( Q = 10^{-6} I_{2 \times 2} \) and \( T \) is the sampling interval. Measurement equation is given as follows

\[
\mathbf{z}_k = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \mathbf{x}_k + \mathbf{v}_k
\]  

(48)

The measurement noise \( \mathbf{v}_k \) is a zero mean white Gaussian with covariance \( R = 0.04 \). The input \( u_{k-1} \) is given by.

\[
u_{k-1} = \begin{cases} T \sin(2kT), & \text{if } kT < 10s \text{ or } kT > 30s \\ T \sin(2kT) + 0.5, & \text{if } 10s < kT < 20s \\ T \sin(2kT) - 0.5, & \text{if } 20s < kT < 30s \\ \end{cases}
\]  

(49)

where \( T = 0.1 \). In this simulation, we set \( x_0 = [1 \ 1]^T, \mathbf{x}_0 = [0.5 \ 1.5]^T \) and \( P_0 = 0.5 I_{2 \times 2} \).

To evaluate the performance of the proposed filters, two cases are considered:

A) It is assumed that the input \( u_{k-1} \) is unknown, so zero is replaced with \( u_{k-1} \) in (47).

B) It is assumed that the input \( u_{k-1} \) is known.
The parameters in the robust CKF algorithm are selected as \( B = 0.2I_{2 \times 2} \) and \( A = 0.8I_{2 \times 2} \). The initial mean of uncertainty is assumed to be \( \hat{\omega}_0 = [0 \ 0]^T \) and initial uncertainty covariance is \( P_{\omega_0} = Q \). The scaling parameter and the moving window width are selected as \( \gamma = 1.5 \) and \( s = 4 \) respectively, for the hybrid robust CKF. Performance of the three filters has been compared according to the RMSE of \( x_{2,k} \) for 60 Monte Carlo simulation runs. Simulation results show that when the input is unknown, the robust CKF and hybrid robust CKF give better results in comparison with the CKF (fig 7). Furthermore, when the input is known, the CKF and hybrid robust CKF give better results in comparison with the robust CKF (fig 8). So, as it can be seen in the figures, in both cases, the hybrid robust CKF provides the best performance among all of the filters.

### Figure 7: RMS estimation error of \( x_2 \) with unknown input.

### Figure 8: RMS estimation error of \( x_2 \) with known input.

#### 7. Conclusion

In the presented work, two novel methods of state estimation in nonlinear systems were proposed named robust CKF and hybrid robust CKF. The robust CKF was designed by including the uncertainty estimator in the traditional CKF which produces reliable estimates in presence of large modelling errors. The hybrid robust UKF was proposed to maintain a balance between uncertainty and estimation error. The hybrid robust CKF detects the uncertainty and adapts the system accordingly. Two examples have been considered to compare the performances of the proposed filters and it was found that the hybrid robust CKF provides the best results for any nonlinear system in the presence or absence of uncertainty.
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Abstract
A conventional camera with small size pixels may capture images with defocused blurred regions. Blurring, as a low-pass filter, attenuates or drops details of the captured image. This fact makes deblurring as an ill-posed problem. Coded aperture photography can decrease destructive effects of blurring in defocused images. Hence, in this case, aperture patterns are designed or evaluated based on the manner of reduction of these effects. In this paper, a new function is presented that is applied for evaluating the aperture patterns which are designed for defocus deblurring. The proposed function consists of a weighted sum of two new criteria, which are defined based on spectral characteristics of an aperture pattern. On the basis of these criteria, a pattern whose spectral properties are more similar to a flat all-pass filter is assessed as a better pattern. The weights of these criteria are determined by a learning approach. An aggregate image quality assessment measure, including an existing perceptual metric and an objective metric, is used for determining the weights. According to the proposed evaluation function, a genetic algorithm that converges to a near-optimal binary aperture pattern is developed. In consequence, an asymmetric and a semi-symmetric pattern are proposed. The resulting patterns are compared with the circular aperture and some other patterns in different scenarios.

Keywords: Coded Aperture; Blur; Defocus; Computational Imaging; Image Quality Assessment.

1. Introduction
In imaging with a lens-based camera, focal plane is defined. Therefore, if an image is captured of a scene with varying depth, then out of focus regions are blurred. The amount of blurring depends on the size of aperture. If the size of aperture is extended, then depth of field is decreased and defocus blur is increased. Hence, smaller apertures are desired to decrease the scale of blur. On the other hand, by growing the resolution of camera systems, size of pixels has been reduced. Accordingly, wider apertures are needed to obtain light required for these small pixels and maintain signal-to-noise ratio in the captured image. As a result, there is a challenge between the size of circular aperture and the scale of blur in conventional cameras [1]. Coded aperture photography is a field of computational imaging that can be used for gathering light of a wider aperture with less destructive effects of defocusing. A coded aperture camera is a conventional camera with a mask on the aperture. This type of camera has been used in several applications such as defocus deblurring [2-4]; depth estimation [5-10]; estimating depth and image [11-13]; super-resolution [14] and so on. A comprehensive review about computational cameras is found in [15,16]. The main idea in coded aperture for deblurring is to use a mask on aperture in order to change the pattern of rays passed through it. In this way, the shape of defocus kernel is changed, whereupon damaging effects of defocus blur is reduced. As a result, deblurring operation on the images captured by this type of camera is more successful compared to the images taken with a conventional camera. The first idea of using coded aperture imaging was introduced in the field of astronomy. Various patterns have been designed for lens-less imaging of gamma-ray or X-ray sources. Such patterns are designed with the aim of collecting more lights in order to improve signal-to-noise ratio. A comprehensive study about these techniques is found in [17]. One of the well-known patterns introduced in recent decades is modified uniform redundant array (MURA) [18]. However, these patterns, which are designed for lens-less imaging, are not suitable to use with lenses for defocus deblurring [2,3]. In lens-based imaging, the first applications of unconventional apertures were introduced in the optic field in order to increase depth of field or compensate attenuated waves [19,20]. The approaches used in these applications are principally based on the optical properties of imaging systems. In recent years, other approaches have been proposed for defocus deblurring in lens-based imaging. Hiura et al. [6] design a multi-focus coded aperture camera that simultaneously captures three images with different focus values. Four-pinhole and two-pinhole apertures are used for depth estimation and deblurring, respectively. Veeraraghavan et al. [3] search for a mask pattern such that the minimum magnitude of its Fourier spectrum is maximized. MURA

* Corresponding Author
pattern is used as initial pattern and then a gradient descent search is used for finding the optimum pattern. The non-binary obtained pattern is pruned to get a sub-optimal 7×7 binary pattern with a random search algorithm. This search is very time-consuming [3]. Zhou et al. [2] define an objective function aimed to minimize residual error of deblurred images defocused by a 13×13 binary coded aperture. A genetic algorithm is used to find a near optimal pattern. According to their objective function, patterns provided for each amount of noise are different. They also introduce in [11] a coded aperture pair to capture two images for both depth map and all-focus image estimation. Masia et al. [4] extend the idea proposed in [2]. A simple aggregate measure consists of normalized root mean square error (RMSE) and two perceptual metrics, including structure similarity index (SSIM) and High Dynamic Range-Visual Difference Predictor (HDR-VDP2), is defined. To evaluate an aperture pattern, a special image with nearly wide bandwidth of power spectra, is blurred by the pattern and then deblurred. Quality of the deblurred image is evaluated by the proposed aggregate measure. This value determines the fitness of the corresponding pattern. More fitness value means more appropriate pattern. A genetic algorithm is developed to find a near optimal pattern in size 11×11. Designing masks while taking into account perceptual image quality assessment criteria is a valuable idea. However, spectral response of the selected image is not completely matched to the statistical model of natural images. Hence, decision based on the deblurring result of only one image might not lead to the best design.

Figure 1 shows a circular conventional aperture and some patterns introduced so far for different purposes.

![Pattern Examples](image)

**Fig. 1.** Conventional aperture and some pattern designed for coded aperture. (a) Conventional aperture; aperture mask proposed by: Zhou et al.[2] for (b) $\sigma_{\text{ns}} \sim N(0,0.001)$ and (c) $\sigma_{\text{ns}} \sim N(0,0.005)$, (d) Levin et al.[5], (e) Veeraraghavan et al.[3] (f) Hura et al. [6], (g) MURA mask [18] and (h) Masia et al. [4].

In defocus deblurring, the main aim of aperture designing is to compensate the low response of the blurring kernel to high frequencies. Indeed, if spectral response of a pattern has the maximum similarity to a flat all-pass filter, the pattern is assumed as the best. Hence, our main idea in evaluating a pattern is measuring the amount of this similarity. Based on this idea, a weighted evaluating function consists of two terms is defined. The weight of each term is determined based on the quality assessment results of deblurred images taken with some existing aperture patterns. A genetic algorithm is applied for finding a pattern that satisfies the proposed evaluating function.

The rest of this paper is organized as follows: in Section 2, first a review of blurring problem formulation is presented. Then an aggregate measure is defined for evaluating the quality of deblurred images. Section 3 describes our method to find near optimal aperture pattern. Analysis and performance comparison is discussed in Section 4. Finally, conclusions are drawn in Section 5.

## 2. Background

### 2.1 Blurring Problem Formulation

Defocusing acts as a low-pass filter in which high frequencies or details of a captured photo are attenuated or dropped. For a simple fronto-parallel object at depth $d$, defocusing is defined as convolution of a defocus kernel or point-spread-function (PSF), called $k^d$ with a sharp image ($f_0$) which causes a spatial invariant blur:

$$f_i = k^d \otimes f_0 + \eta, \quad \sum_{i} k^d_i = 1$$

where $\eta$ corresponds to additive noise and $k^d$ refers to the elements of $k^d$. The superscript $d$ indicates the kernel $k$ is a function of depth of scene. It is usually assumed the additive noise ($\eta$) is a Gaussian noise $N(0,\sigma^2)$ [21].

Equivalently, spatially invariant blur in frequency domain is defined as Eq.2:

$$F_1 = K^d \cdot F_0 + \zeta = |K^d| \cdot |F_0| e^{i(\Phi_{k^d} + \Phi_{F_0})} + \zeta$$

This multiplication means the spectrum of in-focus image ($F_0$) is filtered by the spectrum of the filter $K^d$, which is also called Modulation Transfer Function (MTF), and then the noise $\zeta$ is added. Defocus kernel resulted from a conventional circular aperture has a Bessel-like spectrum. Therefore, some spectra of the sharp image are damped or lost especially in higher frequencies. Accordingly, deblurring aimed to design an inverted filter, is assumed as an ill-posed problem [21]. If the entire scene is in-focus, then no frequency will be dropped and $K^d$ can be assumed as a flat all-pass filter, namely 1. Our main idea is to design a pattern whose spectral properties have the most possible similarity to a flat all-pass filter.

### 2.2 Quality Assessment of Deblurred Images

Image restoration has a long history in the field of image processing. Up to now, several methods have been proposed to estimate a sharp image ($f_0$) from a noisy-blurred image ($f_1$), while many problems in this field have not been solved yet [22].

Quality of restored results is measured by image quality assessment methods. There are various methods including objective and perceptual approaches that

---

1 In the rest of text, we use notation $K$ instead of $K^d$ which can be generalized to each depth $d$. In addition, for simplicity and without loss of generality, we suppose that $K$ has a vectorized form. Therefore, we use 1-dimensional notations.
compute similarity or dissimilarity of a reference image to a test image. In our study, the deblurred image and the in-focus image are assumed as test and reference images, respectively. Usually objective quality measures or metrics, which work at pixel level (such as RMSE), are used for quality evaluation. However, human perception of image quality is not necessarily correlated with these measures [4,23].

Masia et al. [4] showed that using both types of these measures lead to more precise qualification of the restored images. As mentioned before, they used RMSE, SSIM and HDR-VDP2; but they didn’t give any specific reason for choosing these measures. In this research, we use an aggregate measure of objective and perceptual metrics. This measure is used for two purposes. First, it is used in the process of designing a new aperture pattern. Then, deblurred results of images captured with different patterns are evaluated with this aggregate measure. In the rest of this section, selected measures and the reason of choosing them are briefly described.

The proposed aggregate measure includes RMSE and visual information fidelity (VIF). RMSE is a well-known objective quality assessment measure that is defined to compute the difference between two images \((f_0, f_\hat{0})\) with size \(R \times C\) as Eq. 3:

\[
\text{RMSE}(\hat{f}_0, f_0) = \sqrt{\frac{1}{R \times C} \sum_{x=1}^{R} \sum_{y=1}^{C} [f_0(x,y) - \hat{f}_0(x,y)]^2}
\]  

VIF[23] is a full reference perceptual quality assessment measure for computing visual fidelity of the test image to the reference image. The reference image is modeled as the output of a stochastic “natural” source that traverses the human visual system (HVS) channel and then is processed by the brain. The information that the brain can extract from the output of the HVS channel is quantified. The same measure is computed for the test image, which may be disfigured by an image distortion type. Image distortion is modeled in wavelet domain and includes various distortion types such as blur, additive noise and global or local contrast changes. VIF computes the fidelity or similarity of the information extracted from the test image to the information extracted from the reference image. Because of the complexity of equations in computing VIF, we avoid to describe the method of computing in details and refer readers to the original publication [23].

According to [24,25], VIF is the most precise quality assessment measure if images are distorted by artifact or blur whereas RMSE and consequently peak-signal-to-noise ratio (PSNR) are good evaluators if images are distorted by noise.

In real world, deblurred images suffer from various types of error such as ringing artifacts and inverted noise (deconvolution noise) [21,23]. Since the performance of all quality assessment measures is reduced in the presence of several distortion types in an image [24], using an aggregate measure, which its terms are sensitive to different types of distortion, improves the accuracy of quality assessment [4,26].

Accordingly, the following aggregate measure is used for assessing the quality of deblurred images that is sensitive to both artifact and noise:

\[
Q = (1 - \text{RMSE}) + \text{VIF}
\]

The value of pixel intensities are assumed to be between 0 and 1. Therefore, the range of both RMSE and VIF is [0-1]. It is clear that a larger value of Q signifies a better result. Although equal weights of quality measures were used for computing Q, other possibilities may be applicable which will be studied in our future works.

3. Aperture Pattern Design

The main object of this paper is to find a pattern that reduces ill-posedness of blurring problem in defocused images. Therefore, we must search for a pattern whose corresponding filter is similar to a flat all-pass filter. A flat all-pass filter has some explicit properties: its spectral response to all frequencies is as high as possible and this response has no fluctuation, so it has no serious drop. According to the following reason, we don’t focus on phase properties of a mask. Based on Wiener restoration algorithm, if kernel K is known, phase properties of K have no effect on deblurring error. This matter can be resulted directly from the criterion introduced in [2], which is based on the amount of deblurring error obtained by Wiener filter. As a result, our criteria for evaluating a filter is defined as follows:

3.1 Defining Criteria

3.1.1 Distance of Filter to an All-Pass Filter

As mentioned in Section 1, using a coded mask on lens changes the shape and properties of the defocus kernel, thus weakening the high frequencies can be decreased. However, because the aperture is partially masked, the amount of light passed through the aperture is reduced. Therefore, in a fixed exposure time, using a mask causes to reduce the brightness of the captured image. This reduction can be modeled by decreasing the sum of kernel elements in Eq. 1, whereupon the spectral response of the corresponding filter is affected. Reduction of the brightness can be compensated slightly during the deblurring operation. However, if the transmitted light is very low, signal to noise ratio of the captured image is decreased. On the other hand, increasing the exposure time in order to compensate this reduction is not desired. This problem is one of challenges in coded aperture photography that has been discussed completely in [27,28]. Hence, we must search for a pattern whose spectral response to all frequencies is as high as possible. Therefore, to find a filter whose spectral response is as similar as possible to 1, the first criterion is defined as Euclidean distance between the spectrum of filter K and 1.
\[ C_1 = \|1 - |K|\|_2 \]  
\[ 0.5 \leq a_1 < 1 \\ \|K\|_2 \leq 1 \]  
\[ \|\nabla |K|\|_2 \geq |K| \]  
\[ 1 \leq a_2 \leq 2 \]  
\[ a_2 \|\nabla |K|\|_2 \geq |K| \]  
\[ 0.5 \leq |\nabla |K|\|_2 \leq 1 \]  
\[ a_2 |\nabla |K|\|_2 \geq |K| \]  
\[ 1 \leq |\nabla |K|\|_2 \leq 2 \]  
\[ a_2 |\nabla |K|\|_2 \geq |K| \]

### 3.1.2 Derivation of Spectral Response

Using \( \|\cdot\|_2 \) in computing the criterion \( C_1 \) causes to assign large penalties to some frequency components of \( K \) that have a low magnitude of spectrum. However, this criterion does not guarantee to obtain a flat spectral response. Hence, the second criterion is defined as the norm of gradient of \( K \).

\[ C_2 = \|\nabla |K|\|_2 \]  
\[ \frac{\partial C_1}{\partial u} = -2 \frac{\partial |K|}{\partial u} (1 - |K|) = 0 \Rightarrow \frac{\partial |K|}{\partial u} = 0 \quad (a) \]  
\[ |K| = 1 \quad (b) \]

Both of equations (7.a) and (7.b) emphasize that the least fluctuation of spectral response is needed to have a uniform similarity. Since \( K \) is a low-pass filter, condition (7.b) is not obtainable. Therefore, the second criterion is used to get closer as possible to the condition (7.a).

### 3.2 Evaluation Function

For a filter \( K \) with size M×M, the range of values for \( C_1 \) and \( C_2 \) are \([0..M^2]\). However, in practice, values of \( C_2 \) are much smaller than \( C_1 \). On the other hand, they may have different significance in pattern evaluation. Hence, the evaluation function is defined as a weighted sum of the proposed criteria:

\[ F_{\text{pattern}} = a_1 C_1 + a_2 C_2 \quad (8) \]

As we discuss later, \( M \) is set to 32. A pattern with minimum value of \( F \) is assumed as the best pattern. To find the best values for the weights \( a_1 \) and \( a_2 \), a search strategy has been used that is described in the Section 3-3.

### 3.3 Computing Weights

For computing weights, coded aperture imaging system is simulated with different existing aperture patterns. The capture process is simulated by multiplying the Fourier transform of the sharp image \( (F_i) \) to the defocus kernel \( (K^d) \) obtained of a pattern and then the noise \( \zeta \) is added. Deblurring is performed with an improved version of Wiener algorithm proposed in [2]. This algorithm is chosen because of its appropriate quality and speed.

At first, properties of 8 patterns shown in Figure 1 are studied in 6 different blur scales varying between 3 and 8 pixels in radius. As stated in Section 4, this range of blur sizes covers an adequate range of blur scales in real scenes. To have a more precise evaluation, each blurring kernel is zero padded into a 32×32 matrix, and then its Fourier transform is computed. The values of the two proposed criteria are computed for each 48(8×6) blurring kernel \( (K) \). Then, the performance of these kernels is evaluated. For this purpose, 20 different images consist of indoor and outdoor natural images and some resolution charts are chosen in a manner that they model the expected spectrum of natural images [29]. In this way, we could have a fair evaluation about each kernel. (The average size of used pictures is about 640×480.) Figure 2 shows some of used pictures and the average of their spectral response.

![Fig. 2. (a) Some of images used for evaluating the existing apertures, (b) Log scale of average power spectrum of 20 selected images.](image)

These images are blurred by each kernel \( (K) \) and then deblurred. The quality of each deblurred image is computed with Eq.5 and then the average of quality is computed over 20 images. Since Zhou et al.[2] declared interdependence of appropriate aperture pattern and the amount of noise, this scenario is repeated separately on 6 different levels of additive noise (\( \sigma = 0.0005, 0.001, 0.005, 0.01, 0.015, 0.02 \)). In this way, 48 different \( Q \) value are obtained for each amount of noise. For each level of noise, \( a_1 \) and \( a_2 \) must be found in a manner that statement 9 holds true for each paired kernel \((K, K')\):

\[ Q > Q' \iff F < F' \quad (9) \]

where \( F \) and \( F' \) refers to the fitness value of \( K \) and \( K' \), respectively. By extending the statement 9, we have:

\[ F < F' \implies a_1 C_1 + a_2 C_2 < a_1 C'_1 + a_2 C'_2 \implies (10) \]

\[ a_1 (C_1 - C'_1) + a_2 (C_2 - C'_2) < 0 \quad (11) \]

By dividing two sides of inequality 11 on \( a_1 \) (suppose \( a_1 > 0 \)), a simplified form is obtained:

\[ (C_1 - C'_1) + b_2 (C_2 - C'_2) < 0 \quad (12) \]

Indeed, without loss of generality and just for simplicity, we can fix \( a_1 = 1 \) and reduce the space of solution to find another coefficient. This inequality divides 1-D search space into feasible and infeasible regions. Inequality 12 must hold true for each paired kernel \((K, K')\) that \( Q > Q' \). Hence, there is a linear inequality system that its solution gives the final feasible region in which statement 9 is true for all paired kernel. Table 1 shows individual computed feasible values of \( b_2 \) corresponding to each amount of noise.

<table>
<thead>
<tr>
<th>( \sigma )</th>
<th>( b_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0005</td>
<td>[15.88..19.75]</td>
</tr>
<tr>
<td>0.001</td>
<td>[15.88..19.75]</td>
</tr>
<tr>
<td>0.005</td>
<td>[15..17.5]</td>
</tr>
<tr>
<td>0.01</td>
<td>[9.68..15.46]</td>
</tr>
<tr>
<td>0.015</td>
<td>[9.68..10.33]</td>
</tr>
<tr>
<td>0.02</td>
<td>[6.1..9.8]</td>
</tr>
</tbody>
</table>
As shown in Table 1, by increasing the amount of noise, the importance of $C_1$ relative to $C_2$ increases gradually. It means in higher levels of noise, more light is needed to keep signal to noise ratio.

It must be noticed the large values of $b_2$ does not imply that $C_1$ is less significant. As mentioned earlier, in practice, values of $C_1$ is greater than $C_2$. Therefore, $b_2$ nearly compensates this difference as well as determining the significance of each criterion in evaluating the fitness of a pattern.

According to Table 1, choosing different amount of $b_2$ leads to different patterns. However, if designing only one pattern is desired, it is preferred to choose a value of $b_2$ that is near to the most of feasible regions. In this way, the designed pattern will be appropriate for a wide range of noise. Regarding to Table 1, $b_2$ is set to 15.5. This point is inside the feasible region of $\sigma = 0.005$ while being close to the feasible region of at least three other levels of noise (0.0005, 0.001, 0.01). In fact, Table 1 clarifies why a pattern designed for $\sigma=0.005$ has better performance in other levels of noise. This is the same result that has been experimentally experienced in [4].

Accordingly, a pattern with filter K is evaluated by Eq. 13:

$$F(K) = C_1(K) + 15.5 \times C_2(K)$$

### 3.4 Mask Resolution Determination

In this study, mask resolution is determined such that each single hole provides no diffraction. According to superposition property in coded aperture imaging, if a single hole of a pattern does not provide any diffraction, then the image composed of rays passed through all the holes does not provide any diffraction as well [7]. Based on formula proposed in [7], a 7×7 mask is appropriate for an imaging system with aperture-diameter = 20mm and pixel-size = 11.5mm. According to the camera specification used in our experiments, this resolution is selected for our mask. The related formula has been stated clearly in [7]. It must be mentioned higher resolution could be chosen if both diffraction and defocus were formulated in blurring function. This will be considered in our future study.

### 3.5 Optimization

Our goal is to obtain a pattern that minimizes the value of function $F$ as defined in Eq.13. Generally, there are two main approaches to find the best pattern. In the first approach, Fourier transform of an initial pattern is used for finding optimal pattern. Then, a constraint linear or non-linear problem must be solved to find the answer. Inverse Fourier transform of the answer gives a non-binary pattern. However, finding the best binary pattern from the answer is very time consuming. This problem has been already reported in [3].

Another approach is using evolutionary algorithms. Genetic algorithm is the most popular type of evolutionary algorithms. A population of random binary patterns is created. The fitness value of each pattern is computed. In our case, spectral properties of each pattern determine the fitness. Population evolves by using some breeding operators such as crossover and mutation. After some generations, the population is converged to a final pattern. This simple yet effective method has been used in [2,4].

Because the search space of patterns is very large, implementing heuristic search strategies such as random restart hill-climbing is impractical.

In this study, we implemented a genetic algorithm, which is described here in details. A generation of binary patterns with population size 1000 is created. A pattern is defined by a vector of 49 binary elements. According to [30], this size of population ensures that our search is converged to a proper solution. The fitness value of each pattern is computed based on Eq.13 (i.e. $F$ value). Patterns are selected by the stochastic uniform method and then are evolved by crossover with $p_c = 0.8$ and mutation with $p_m = 0.05$. Selection and reproduction are repeated until the average change of fitness value over last 10 generations is less than 0.00001. In our case, convergence occurs after about 50 generations. In this way, we find a pattern shown in Figure 3.a. Like other studies, resulting pattern is not symmetric. Asymmetric patterns are not rotation-invariant. In addition, some photographers would like to use symmetric apertures. Therefore, our genetic algorithm is repeated to find a symmetric pattern. In this search, each chromosome has 16 bits length that contains nearly a quarter of a pattern with size 4×4. The complete form of a pattern is obtained by reflecting the early version(4×4 pattern) along the last column as vertical pivot and then along the last row as horizontal pivot. The fitness is computed based on Eq.13. Because of shortening the length of each chromosome, convergence occurs in about 30 generations. As expected, the fitness value of the resulted pattern is slightly lower than the asymmetric one. Since Levin et al. [5] reported earlier that symmetric patterns might contain more zero frequencies than asymmetric ones, this result is not surprising. Figure 3.b shows the resulted pattern. This pattern is symmetric over a 90º rotation, so we call it semi-symmetric.

![Fig. 3. Patterns obtained of optimization. (a) Asymmetric pattern, (b) Semi-symmetric pattern.](image)

The transmission rate (compared to the circular aperture) of our optimized asymmetric and semi-symmetric patterns are 0.4025 and 0.3517, respectively. The transmission rate is 0.4001, 0.4067 and 0.5856 for patterns proposed by Veeraraghavan et al. [3], Zhou et al. [2] (σ-N(0,0.001)) and Masia et al. [4], respectively. Transmission rate of our asymmetric pattern is close to the patterns proposed in [2] and [3], which all of them are searched in a search space containing all patterns with different transmission ratio. However, in [4], transmission...
ratio is fixed to 0.5856 and search space contains just patterns with the same transmission rate.

4. Analysis and Performance Comparison of Apertures

In this section, our proposed patterns are evaluated in comparison with conventional aperture and other patterns proposed for defocus deblurring in [2-4]. It must be mentioned, among several patterns proposed in [2], we choose the pattern provided for noise (σ~N(0,0.001)). The reason is that Zhou et al. reported that this pattern in general is more efficient than other patterns proposed by them [2].

In the rest of this section, first, the spectral response of these apertures are compared. Then, deblurring results of images captured with them are evaluated by simulation and real experiments.

4.1 Analysis in Spectral and Spatial Domain

As mentioned before, optimal apertures for defocus deblurring seek a smooth spectral response while transmitting light as much as possible. Figure 4.a shows 1D slice of Fourier transform of our patterns in comparison with other patterns and circular aperture. It shows our patterns keep high spatial frequencies and have less fluctuation. We also compare these patterns in spatial domain. For each pattern, a convolution matrix (blurring matrix) of the blurring kernel is computed. Then, singular values of each matrix are determined using SVD. The slope of singular values shows attenuation rate of information in the captured image in any direction [21]. Plotted values in Figure 4.b show that the blurring matrix of our pattern has larger singular values in higher frequencies that lead to less attenuation of details in the defocused captured image. The singular values in the semi-symmetric pattern are smaller than other asymmetric one while greater than other patterns in most of frequencies. Therefore, better deblurring results are expected of both our asymmetric and semi-symmetric patterns.

4.2 Performance Comparison of Apertures

In this part, results of our experiments are demonstrated. At first, the mentioned apertures are evaluated via simulation in different scenarios. Then deblurring results of real scenes are examined.

4.2.1 Performance Evaluation via Simulation

The imaging system is simulated as described in Section 3. Then the patterns studied in Section 4.1 are examined. For each pattern, 20 various images are blurred and then various amount of additive noise are added synthetically. These images include some outdoor images selected from an image database [31] and some indoor images taken with a handheld camera. Then, images are deblurred using the modified Wiener algorithm [2]. Tables 2-4 show results of this experiment in three different sizes of blur. Each entry of these tables indicates the average of the labeled measure over 20 images. In the smallest blur scale (blur-size = 5), the pattern proposed in [3] and our semi-symmetric pattern provide better results and our asymmetric pattern has the second rank. However, by increasing the blur scale, the proposed asymmetric pattern gives better results than other apertures. Interestingly, in many situations our semi-symmetric pattern provides better results compared to asymmetric patterns proposed in [2,4].

![Fig. 4. Spectral and SVD analysis of patterns. Log spectrum(a) and Singular values(b) of conventional pattern(green) and patterns proposed in [3](blue), [2](magenta), [4](cyan) and proposed asymmetric(black) and semi-symmetric(red) patterns.](image)

<table>
<thead>
<tr>
<th>Quality</th>
<th>RMSE</th>
<th>VIF</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.0221</td>
<td>0.0089</td>
<td>0.0159</td>
</tr>
<tr>
<td>0.005</td>
<td>0.0442</td>
<td>0.0297</td>
<td>0.0403</td>
</tr>
<tr>
<td>0.01</td>
<td>0.0538</td>
<td>0.0435</td>
<td>0.0547</td>
</tr>
<tr>
<td>0.02</td>
<td>0.0624</td>
<td>0.0586</td>
<td>0.0695</td>
</tr>
<tr>
<td>Avg on σ</td>
<td>0.0456</td>
<td>0.0352</td>
<td>0.0451</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Quality</th>
<th>RMSE</th>
<th>VIF</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.0200</td>
<td>0.0174</td>
<td>0.0261</td>
</tr>
<tr>
<td>0.005</td>
<td>0.0416</td>
<td>0.0448</td>
<td>0.0558</td>
</tr>
<tr>
<td>0.01</td>
<td>0.0887</td>
<td>0.0612</td>
<td>0.0642</td>
</tr>
<tr>
<td>0.02</td>
<td>0.1011</td>
<td>0.0786</td>
<td>0.0859</td>
</tr>
<tr>
<td>Avg on σ</td>
<td>0.0809</td>
<td>0.0515</td>
<td>0.0531</td>
</tr>
</tbody>
</table>
4.2.2 Performance Evaluation in Real Scenes

For real experiments, the proposed patterns are printed as well as some other patterns on a single photomask sheet. To experiment with a specific aperture pattern, it is cut out of the photomask sheet and inserted into a camera lens. In our experiment, a Canon EOS 1100D camera with an EF 50mm f/1.8 II lens is used. The assembled lenses with the proposed masks are shown in Figure 5.

![Fig. 5. Lens assembled with proposed masks.](Image)

A very thin LED is used to calibrate the true PSF. The LED is mounted behind a pierced black cardboard to make a point light source. For each aperture pattern, the camera focus is set to 1.2m. Then, the camera is moved back until 2m in 10m increments. At each depth, an image is captured. Each image is cropped according to the surface that the point light spreads. In many cases, the size of resulting PSF is close to the blur size that can be approximated based on thin lens formula, depth and the parameters of the camera [7]. Afterward, by using some threshold values, residual light is cleared and the result is normalized. It is a common way to estimate PSF [3, 4]. To have a fair comparison, in all experiments, we use the same setting of [4]. The camera is set to F# = 2, Te = 1/200s, ISO-sensitivity = 200, resolution = S3. According to [28], the illumination condition is adjusted as office room. The selected camera resolution produces images in size of 720x480 with pixel-size=30.6μm. Since in computing mask resolution the pixel-size is set to 11.5μm, our pattern could also be used with camera resolution= S2 without concerning about diffraction. However, we choose resolution S3 that confirms us other patterns used in our experiment.

4.2.2.1 Performance Evaluation of Calibrated PSFs

The fitness value (Eq.13) of the asymmetric and symmetric one is estimated by computing the RMSE, VIF and Q measure of the corresponding focused one. Figure 6 shows deblurred results in depth 70m. Notice that the captured images have different brightness levels since different apertures absorb different amounts of light.

![Fig. 6. Calibrated PSFs for some of the evaluated patterns in depth 80m.](Image)

**Experiment 1.**

In the first test of a real scene, Circular Zone Plate Chart (CZP) is placed at different depths (10, 30, 50,70m) and one image is captured at each depth. Imaging noise is estimated about 0.01. It is estimated by some tests on uniform and unicolor scenes. Therefore, Wiener filter with NSR= 0.01 is used for deblurring. The blurred captured images are restored with the calibrated PSFs of each pattern. Figure 7 shows deblurred results in depth 70m. Notice that the captured images have different brightness levels since different apertures absorb different amounts of light.

We also perform a quantitative analysis to compare the performances of these apertures. In each depth, a defocus image is captured. Then, without moving camera or chart, an all-focused version is also captured. After restoration, the deblurred image is aligned carefully to its corresponding focused one. Then, quality of deblurred images is assessed in comparison with their focused ones. Figure 8 shows RMSE, VIF and Q measure of the restored images. It shows both the proposed patterns give better performance compared to other apertures. However, like simulation results (see tables 2-4), in lower depths (i.e. smaller blur scale), the semi-symmetric pattern yields better results than the asymmetric one. By increasing depth, our asymmetric pattern outperforms than the semi-symmetric pattern. It can be explained by studying the frequency responses of these two masks. In smaller blur scales, the blurring kernels of both masks have almost flat frequency responses. However, the asymmetric pattern falls behind the semi-symmetric one because of a fall in its frequency response in the normalized frequency of 0.25 (see Fig. 3.a). By increasing the blur scale, the asymmetric pattern, which has higher frequency response and less fluctuation in high spatial frequencies, outperforms than the semi-symmetric one. As shown in Table 5, this result is also predicted by computing the fitness value of these two patterns for different blur scales.

![Table 4. Performance evaluation of three apertures across four different levels of noise (blur size = 21).](Image)

<table>
<thead>
<tr>
<th>r</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>F(Asym.)</td>
<td>38.67</td>
</tr>
<tr>
<td>F(Semi-sym.)</td>
<td>37.19</td>
</tr>
</tbody>
</table>

1. In Canon1100D, images could be taken in 5 different resolution (L, M, S1-S2-S3) that takes images in size 4272×2848, 3088×2056, 2256×1504, 1920×1280 and 720×480, respectively.

**Table 5. The fitness value (Eq.13) of the asymmetric and semi-symmetric patterns for different blur scales (r = 1..6). Smaller value means better fitness**
The results of our real experiment are similar to the ones obtained in the simulation experiment. However, there is a difference between simulation and real ones. In the real experiment, the range of VIF values are less than values obtained by simulation, while RMSE has nearly the same range of values. It shows VIF is more sensitive to visual effects of deblurred images. This sensitivity causes VIF to have more variation than RMSE. As a result, Q measure is sometimes biased to VIF value. Indeed, if we want to have more emphasis on RMSE, we should study about using a weighted sum in Eq.5.

Experiment 2.

Experiment 1 is repeated for other real scenes in different depths. Because of multiplicity of the studied apertures, the results of only three scenes are shown that contain details in different sizes and include various types of edges. Figure 9 contains a scene with details and letters in various sizes in depth 80 cm. Although deblurring result of each pattern has some drawbacks, our patterns provide better results. Figure 10 contains a face with some letters and curve edges in depth 60 cm. As shown in Figure 10, deblurring results of our proposed pattern provide fewer artifacts. Figure 11 contains a scene in depth 40 cm.

For evaluating the deblurring results, a subjective quality assessment is also performed by assigning a score out of 10 (0: lowest, 10: highest quality) to the restored images. To this aim, ten experts evaluated the restored images. Table 6 shows the average of given scores.

Table 5. The average of subjective scores assigned to the deblurring results (Fig. 9-11) of different masks.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>5.5</td>
<td>5.8</td>
<td>5.2</td>
<td>6.3</td>
<td>6.1</td>
</tr>
<tr>
<td>40</td>
<td>8.3</td>
<td>8.15</td>
<td>8.3</td>
<td>8.35</td>
<td>8.3</td>
</tr>
</tbody>
</table>

As shown in Table 6, by decreasing the depth, all of the patterns provide acceptable results and just a few drawbacks are seen in some patterns. As a result, the main difference of the available patterns must be studied in deeper scenes in which high frequencies are more attenuated.

![Figure 9](image9.png)

![Figure 10](image10.png)

![Figure 11](image11.png)

![Figure 7](image7.png)

![Figure 8](image8.png)

![Figure 9](image9.png)
Fig. 9. Captured image and deblurred result in depth 80cm for five different apertures (a) Veeraraghavan[3], (b) Zhou[2], (c) Masia[4], (d) Asymmetric and (e) semi-symmetric patterns. (f) Close-ups of deblurred images.

Fig. 10. (a)-(e) Captured images (left) and deblurred results (right) for 5 different aperture patterns in depth 60cm. (f) Close-ups of (a)-(e). Top-left corner of each image depicts the mask used in each case.
5. Conclusion and Future Work

In this paper, some new criteria are introduced to evaluate coded aperture patterns that are designed for deblurring. They are defined to measure the similarity of the derived filter of a pattern with an all-pass filter. Based on these criteria a new fitness function is proposed to evaluate aperture patterns. The coefficients used in this function are chosen so that the function has the least error in evaluating a pattern.

To our best knowledge, the first semi-symmetric pattern for deblurring is proposed in this study. Symmetric patterns are rotation invariant. Therefore, most photographers would like to use symmetric apertures if they exist, while all existing masks are asymmetric. Our experiments show that symmetric patterns are slightly less efficient than asymmetric ones, although they provide acceptable results.

It should be mentioned, while we have proposed a semi-symmetric pattern, designing a full-symmetric pattern is still an open problem.

In this research, an aggregate measure including VIF and RMSE is introduced to assess the quality of deblurring results. Our experiments show that the sensitivity of VIF measure is more than RMSE. Therefore, the proposed aggregate measure may be biased to VIF value. Designing a weighted aggregate measure might be investigated in future studies.

Fig. 11. (a)-(e) Captured images (left) and deblurred results (right) for 5 different aperture patterns in depth 40 cm. Bottom left corner of each image depicts the mask used in each case.
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Abstract

Elimination of redundancies in the memory representation is necessary for fast and efficient analysis of large sets of fuzzy data. In this work, we use MTBDDs as the underlying data-structure to represent fuzzy sets and binary fuzzy relations. This leads to elimination of redundancies in the representation, less computations, and faster analyses. We also extended a BDD package (BuDDy) to support MTBDDs in general and fuzzy sets and relations in particular. Representation and manipulation of MTBDD based fuzzy sets and binary fuzzy relations are described in this paper. These include design and implementation of different fuzzy operations such as max, min and max-min composition. In particular, an efficient algorithm for computing max-min composition is presented. Effectiveness of our MTBDD based implementation is shown by applying it on fuzzy connectedness and image segmentation problem. Compared to a base implementation, the running time of the MTBDD based implementation was faster (in our test cases) by a factor ranging from 2 to 27. Also, when the MTBDD based data-structure was employed, the memory needed to represent the final results was improved by a factor ranging from 37.9 to 265.5. We also describe our base implementation which is based on matrices.

Keywords: Boolean Functions; BDD; MTBDD; Binary Fuzzy Relations; Fuzzy Connectedness; Image Segmentation.

1. Introduction

ROBDDs have been used in hardware community for model checking and circuit verification [1]. It has a variety of applications in other areas as well. For example, it is used in compiler community for efficient points-to analysis. In points-to analysis, it is either used as a compact representation of large sets (points-to-sets in this case) [24,25,11] or, the whole analysis is encoded as Boolean functions (or relations) and performed by using Boolean operators (BDD is compact representation for a Boolean function) [2,3,4]. It is also used in image processing [5,6].

Efficient representation of fuzzy sets and relations can be of great importance for analysing large sets of fuzzy data. In this work, design and implementation of a MTBDD based data-structure for representing fuzzy sets and binary fuzzy relations is investigated. Our main idea is to use MTBDDs [7] as the underlying data-structure.

MTBDDs have been used to represent arrays and graphs [7,8]. Clark et al. discussed representation of 2-dimensional arrays and vectors by using MTBDDs. However, they did not provide any implementation. Also they used shadow nodes to simplify their algorithms. Our idea is incorporated into a modern BDD library (BuDDy [9]) without shadow nodes. Shadow nodes increase the size of MTBDDs and thus make the implementation less efficient. Instead, level attribute already presented in the BDD library, is used.

R. Iris Bahar used MTBDDs to perform matrix multiplication and also solve all pairs shortest paths problem [8]. D. Yu. Bugaychenko and I. P. Soloviev proposed MRBDD (Multi-root decision diagram) data-structure to represent integer functions. In their representation, a finite-valued function is represented by a list of k different ROBDDs (or k roots as they suggested) thus an assignment maps to a binary string of 0s and 1s of length k instead of just a 0 or 1. The resulted binary string should be decoded to a certain value. This value is the output of the function for the assignment. The list of ROBDDs which constitute the MRBDD share isomorphic sub-graphs (every sub-graph is also a ROBDD) [12].

In our implementation, because of the way that BuDDy allocates nodes, no two isomorphic ROBDD is ever allocated twice so our work does not just share sub-graphs among a set of ROBDDs belonging to a single MRBDD but among all ROBDDs in memory. This is also discussed in Section 2.2. Generally speaking, sharing is more pervasive in MRBDDs compared to MTBDDs since there are just two terminals instead of a set of terminals. However, implementation of operations on MTBDDs is straightforward because terminals are shown explicitly. This is not the case with MRBDD and for any operation, a correspondence between operation on output values and equivalent operation on binary encoding of the output values must be defined. Summation and multiplication on matrices which are represented by MRBDDs are explained in [12].

* Corresponding Author
2. Background

2.1 Binary Decision Diagrams

BDD is a data structure for representing Boolean functions compactly. A completely unreduced BDD is shown in Figure 1 which represents the Boolean function $f = \overline{x}_1 \cdot \overline{x}_2 \cdot x_3 + x_1 \cdot \overline{x}_2 \cdot x_3 + x_1 \cdot x_2 \cdot x_3$. Behind some of the nodes, their associated functions are presented.

The representation which is shown in Figure 1 is canonical. However, it is completely inefficient since it takes $O(2^n)$ space to represent a Boolean function with $n$ variables in memory. ROBDD (or BDD for short) tries to address this problem by eliminating redundancies in unreduced BDDs. For eliminating redundancies and having a canonical representation, following two constraints should be always satisfied in any ROBDD:

1. A ROBDD should be ordered, that is, variables should respect a given total order on any path in a ROBDD.
2. A ROBDD should be reduced which means that there are no two sub-graphs in a ROBDD that are isomorphic and also for any node in a ROBDD its low-child should be different from its high-child.

Note that within every node in a ROBDD, level, a pointer to its low child, and a pointer to its high child are saved. Every node of a ROBDD which is also a ROBDD can be identified uniquely by a triple (level, low, high). Figure 2 shows the same Boolean function as in Figure 1 but in reduced form. We can also see this BDD and its associated Boolean function as a set which contains 011, 101 and 111 strings.

It is very common to use the term BDD to refer to ROBDD and we follow this practice in the rest of this paper.

Fig. 1. A completely unreduced BDD which represents the Boolean function $f = \overline{x}_1 \cdot \overline{x}_2 \cdot x_3 + x_1 \cdot \overline{x}_2 \cdot x_3 + x_1 \cdot x_2 \cdot x_3$.

Fig. 2. The reduced version of the BDD previously shown in Figure 1.

2.2 BuDDy

BuDDy [9] is a library for creating and manipulating BDDs. It is written in C and also offers a C++ interface. Since we extended this library, it is useful to know some of its internals which affected our design.

In BuDDy all nodes (BDDs) are stored in an array which is named bddnodes. Every slot in this array has four fields namely level, low, high which are used to identify the BDD stored in the slot, and, the fourth field hash which is used to make searching the array more efficient by using hashing.

Every BDD can be uniquely identified by using its level, low and high attributes. In another word, we can associate a triple (level, low, high) with every BDD. At the core of BuDDy is a routine named bdd_makenode which is used for allocating BDDs. This routine only creates one entry for every distinct triple in bddnodes array and if it is asked to create a triple which is already inserted in bddnodes, it simply returns the index of the existing entry. This index represents the BDD in BuDDy. Also, if the triple sent to this routine contains the same value as its low and high, no new BDD will be allocated and the low will be returned.
In this way all the BDDs are always reduced and share sub-graphs that are isomorphic. Sub-graphs of any BDD are BDDs themselves and are allocated only once for any distinct triple. This brings some of the advantages of MRBDDs to our implementation. As described in [12], BDDs which constitute a MRBDD share isomorphic sub-graphs, but in BuDDy and as a consequence in our implementation any two BDDs share isomorphic sub-graphs.  

2.3 Application  

BDDs represent Boolean functions so one way to manipulate them is through Boolean operations (or, and, xor, etc). In general, there is a routine (bdd_apply in BuDDy) that takes two BDDs (which represent two Boolean functions) and makes a new BDD out of them by applying a Boolean operator. For further details see [13, 9].

2.4 Multi-Terminal Binary Decision Diagrams  

A Multi-Terminal Binary Decision Diagram (or MTBDD for short) is a data-structure which has all the features of BDD and it allows more than two terminals. In Sections 3, 4 and 5, we explain how we have extended BuDDy to add support for MTBDDs as well as other functionalities which were needed.

3. Extending BuDDy to Support MTBDDs  

In BuDDy, BDD type is defined as int. The integer representative of a BDD can be used to index into bddnodes array and retrieve its root. However, terminals are not required to be stored in bddnodes array explicitly since integers zero and one are reserved to show them. Integers greater than one are used to show non-terminals.

We chose not to define any new type to show MTBDD and simply used integer as their representative to comply with existing design. As a result, integers were also used to show terminals other than zero and one. However, the routine bdd_makenode can use any slot with index greater than one in bddnodes array to store a BDD (a non-terminal) and returns the slot’s index as the BDD’s representative. Thus using integers greater than one for showing terminals could introduce new complexities in this routine. To overcome this problem, negative integers were used to show terminals other than zero and one (-1 cannot be used to show a terminal since it indicates an uninitialized slot in bddnodes). In this way, all the existing routines continue to work (except bdd_apply in cases that it encounters terminals other than zero and one).

The BuDDy library was extended in a generic way so it can be used in similar scenarios. Major routines which are added to the library are mtbdd_apply and mtbdd_maxmin_compose (mmc for short). The former was added to handle maximum and minimum operators for MTBDDs, and the latter is simply a new functionality which was added to do max-min compositions of two binary fuzzy relations. See Subsection 5.1 for further detail.

Floating points were not used to show the membership values since imprecision in floating-points was not acceptable for us and we would like to have fully deterministic results. A C struct which has a field of type Integer is used to represent membership values. For example, an instance of this struct with an integer set to 25 shows 0.025 when precision of three digits is used. It may be worth noting that the precision should be known in advance to interpret a membership value. We used three different precisions in our benchmarks. Precision of three digits which can show 1001 different membership values, precision of two digits which can show 101 different membership values and precision of a single digit which can show 11 different membership values (Note that 1 is considered to be a membership value).

4. MTBDDs as Fuzzy Sets  

In the MTBDD representation of a fuzzy set, there are as many terminals as there are different membership values in the fuzzy set (including zero and one). Different paths (including those which are reduced or are not represented explicitly) show different members of the fuzzy set. The terminal each path ends at, shows its membership value. In Figure 3, membership value 0.3 is represented by -3 so the MTBDD shows the fuzzy set \{0.3/0000, 0.3/0001, 0.3/0010, 0.3/0011, 1/0100, 1/0110, 1/1000, 1/1010\}. Strings 0000, 0001, 0010, ... correspond to numbers 0, 1, 2, ... respectively.

Fig. 3. A MTBDD which represents the binary fuzzy relation \{1/(1, 1), 0.3/(0, 0)\}

4.1 Intersection and Union Operations  

Maximum and minimum operators were used as fuzzy set intersection and fuzzy set union respectively [14]. The general apply routine which was mentioned in Section 2 takes two BDDs as its operands and another parameter as its operator, then, it applies the operator to the operands. A slightly modified apply routine (mtbdd_apply) which handles MTBDDs and maximum/minimum operators was added to the BuDDy library. Our implementation can be easily extended to include other t-norm operators.
5. MTBDDs as Binary Fuzzy Relations

Any binary fuzzy relation has two domains, two disjoint sets of BDD variables are used. Every set of BDD variables is mapped to one of the domains. For example, if a domain has eight objects, three variables would be needed to show all its members (i.e. $2^3 = 8$).

In Figure 4, there are two domains and each one has two objects so all objects can be encoded by using one variable for each domain. Variable $x0$ is used to encode the objects in the first domain and variable $y0$ is used to encode objects in the second domain. Suppose that non-terminal $-3$ is mapped to 0.3. In this way $(0, 1)$ and $(1, 0)$ are associated with 0 membership value, $(1, 1)$ is associated with 1 membership value and $(0, 0)$ is associated with 0.3 membership value. You can also see it as the 2-dimensional array:

\[
\begin{array}{cc}
0.3 & 0 \\
0 & 1 \\
\end{array}
\]

Since we implemented an algorithm similar to 4-way block-multiplication to compute the max-min composition of two binary fuzzy relations which are represented as MTBDDs, it is desirable to partition each relation into four blocks and access each one in constant time. In order to make this possible, interleaved variable ordering was used [7]. This means that if variables $x_i$ constitute domain $x$ and variables $y_i$ constitute domain $y$, the ordering of variables would be $x0, y0, x1, y1, x2, y2, ...$. See Figure 5 for an example. Binary fuzzy relations can be seen as square matrices of size $n \times n$. In a binary fuzzy relation $A$ that $n \neq 2^k$, an identity matrix with smallest possible size is attached to $A$ to meet this requirement. This technique is also used in [7]. This is working for max-min composition since minimum of zero and any other membership value is zero (similar to matrix multiplication and multiplication of zero by other element).

![Fig. 4. A MTBDD representing a fuzzy set](image-url)

5.1 Max-min Composition

In general max-min composition of two binary fuzzy relations $R1 (D \times D)$ and $R2 (D \times D)$ is defined as follows:

$$R3(a, b) = \max_{ced} \min(R1(a, c), R2(c, b))$$

The max-min composition procedure is similar to block matrix multiplication. A binary fuzzy relation can be viewed as a 2-dimensional matrix. This matrix is partitioned into four sub-matrices (blocks) in the procedure (Figure 5).

max-min composition was implemented as a recursive procedure which is shown in Figure 6. During the recursion, at each call, parameters of the call (MTBDD $a$ and MTBDD $b$) should be interpreted based on the depth of the recursion which is passed as the third parameter (call_level). This is because, the partitioning does not create four new MTBDDs but returns four sub-graphs of the original MTBDD as its partitions so a hypothetical level (root_level) is assumed. The mentioned hypothetical level indicates the smallest possible level of the resulted partitions (Figure 6).

For example, consider the MTBDD shown in Figure 5, four partitions would be created after partitioning namely $A$, $B$, $C$ and $D$. The hypothetical root level for these partitions is two which corresponds to the variable $x1$. This technique (introducing and using a hypothetical root level) avoids creation of new matrices (MTBDDs) and makes the max-min composition procedure more efficient. In order to compute the max-min composition of MTBDDs $a$ and $b$, we have to call $mmc(a, b, 0)$.

6. Evaluation

To evaluate our representation, we extended the BuDDy library to represent and manipulate binary fuzzy relations by using MTBDDs. Also, we implemented binary fuzzy relations based on two dimensional arrays. The array implementation was used as a baseline (base implementation). Images in our input set are obtained from UIUC image database [15] and The Berkeley Segmentation Dataset and Benchmark [16].

![Fig. 5. A binary fuzzy relation represented as a MTBDD. Nodes A, B, C and D show four partitions of this MTBDD. Both B and C correspond to the same node.](image-url)
In our experiment, the fuzzy-connectedness problem is solved for different images in the input set. Results of these experiments and further details come next.

### 6.1 Evaluation Results and Further Details

Results are given in tables 2, 3 and 4. Input relations for our experiments, are affinity relations, which are created from various images. Affinity relation is a symmetric and reflexive fuzzy relation which assigns a membership value to a pair of pixels based on their local properties [17]. We initialized this relation only for pairs of pixels which are neighbour in a given image and membership value for any other pair of pixels in the image is set to zero. This leads to sparsity of affinity relations. The following similarity measure which was used in [18] has been employed to initialize affinity relations. \( \delta \) is the largest diff (diff is computed for every pair of pixels) and \( c_r, c_g, c_b, d_r, d_g, d_b \) show color intensities associated with \( c \) and \( d \) pixels respectively:

\[
sim_{1}(c,d) = 1 - \frac{C_{\text{diff}}}{8} \text{ where } C_{\text{diff}} = (c_r - d_r)^2 + (c_g - d_g)^2 + (c_b - d_b)^2
\]

Images used for creating affinity relations are shown in Table 1. The first one is from UIUC image database [15] and the next three images are obtained from The Berkeley Segmentation Dataset and Benchmark [16]. The last image is a synthetic image from reference [18]. All experiments are run on a machine with 2.8 GHz Intel CPU and 4 GB of RAM running Fedora 14.

In the rest of this Section, problem of fuzzy-connectedness is investigated. Input to this algorithm is an affinity relation which is extracted from an image, and final output is a relation that assigns a membership value to every pair of pixels in the image. The output can be used to create different clusters of pixels [17]. The final goal of fuzzy connectedness is to calculate FC relation which is a reflexive, symmetric and transitive relation. It is basically max-min transitive closure of the initial affinity relation. The FC relation is a full binary fuzzy relation. It assigns a membership value to every pair \((c, d)\). This value is the maximum strength of all possible paths from \(c\) to \(d\). The strength of a path is the smallest membership value along the path. FC relations are obtained by computing max-min transitive closure of affinity relations.

We implemented two different versions to compute the transitive closure. Our base implementation used two dimensional arrays to represent binary fuzzy relations and, it employed Floyd-warshall algorithm as shown in Figure 7. \( n \) is the number of pixels in the image. \( c \) stores the affinity relation initially and represents fuzzy connectedness (FC) relation at the end. Our second implementation used MTBDDs to represent binary fuzzy relations and, it computed FC relation by using Repeated Squaring algorithm as shown in Figure 8. Affinity relation is the input to this algorithm and at the end, res would be a MTBDD that represent the fuzzy connectedness relation (FC). Because of the MTBDD special structure we could not use the Floyd-warshall algorithm in conjunction with this data-structure efficiently.

Table 2 shows running-times of our base and MTBDD based programs which compute max-min transitive closure of affinity relations obtained from our test images. Three versions are shown in the table. Column base shows the base implementation and the other two columns under mtbdd show the MTBDD based implementation with one and two digits of precision. The MTBDD based implementation is significantly faster than the base implementation when precision of one digit is used (it is \(18 - 27\times\) faster). Compared to base implementation, using 2-digits precision improved running time in all cases, but one, which was our smallest image \((40 \times 27)\). In this particular case all running times were under one minute. In other cases MTBDD based implementation with two digits precision is faster by a factor ranging from 2 to 7.

When images are larger and their pixels are more homogeneous, MTBDD based implementation becomes faster relative to the base implementation. Note that running-time in base implementation only depends on size of input image (i.e. number of pixels). In contrast, MTBDD based implementation’s running-time depend both on size of image and values stored in every pixel of the image. For example, running-times for image3 and image4 are the same when base implementation is used but it takes less time for MTBDD based implementation to compute the transitive closure when it takes image4 as input. This is because image4 leads to MTBDDs which are more compact (this is described in more detail in the next paragraph).

As described in Section 5, different paths in MTBDD representation of a relation show different paths in the relation. More commonalities among paths lead to more reductions and, a more compact MTBDD representation of the relation. Computations on a smaller MTBDD take less time. Two different images even with the same size result in different MTBDDs with different sizes. An image which results in a MTBDD with more commonalities in its paths occupies less memory and results in fewer computations in the MTBDD based solver (Sparsity in input relation and also images with homogeneous pixels leads to more compact MTBDDs).

In Table 3, number of entries in FC relations, number of terminals and number of nodes in MTBDD representation of these relations are shown. Algorithms which were used to compute FC relations are show in Figure 7 (base version) and Figure 8 (MTBDD version).

Number of nodes in MTBDD base implementation is extremely lower than number of entries in base implementation which leads to a far improved memory consumption when MTBDDs are used to represent binary fuzzy relations. Every array entry in base implementation is three bytes (two bytes for a short integer and one byte for a flag) and the size of every bddnode is 20 bytes [9]. In Table 4 size of array and MTBDD based representation of FC relations are shown (in KB). The column size (r) indicates number of entries in the array representation of the relation (base implementation), column size (array) shows the amount of memory allocated for representing
arrays in the base implementation and, the other two columns indicate the amount of memory allocated for representing MTBDDs in the MTBDD based implementation (precision of one and two digits). Considering this table, MTBDD based representation takes $37.9 - 265.5\times$ less memory than the array representation depending on the input image.

It is also noteworthy that shape and number of nodes in BDDs (and MTBDDs as well) also depend on variable ordering beside data they are representing since different variable ordering leads to different paths with different degree of sharing. However, a fixed variable ordering is used in our implementation.

Number of terminals is also shown in Table 3. This gives the number of distinct (hard) clusterings that can be obtained from the resulted relation. When number of terminals is limited to 11 (1-digit precision), it is five or six and in the other case, when number of terminals is limited to 101 (2-digit precision), it is usually around 25.

Fig. 6. Max-min composition (mmc) routine in pseudo code. a and b are MTBDDs and callLevel indicates the depth of the recursion.

```
procedure mmc(a, b, calllevel)
  if both a and b are terminals then return min(a, b)
  if (r = mmc cache[a, b, calllevel]) != NULL then return r
  rootlevel = calllevel + 2
  partition a into a[0], a[1], a[2] and a[3] based on rootLevel
  partition b into b[0], b[1], b[2] and b[3] based on rootLevel
  t1 = mmc(a[0], b[0], calllevel + 1)
  t2 = mmc(a[1], b[1], calllevel + 1)
  t3 = mmc(a[2], b[2], calllevel + 1)
  t4 = mmc(a[3], b[3], calllevel + 1)
  L = bdd_makeNode(rootlevel + 1, 1, b)
  t1 = mmc(a[0], b[0], calllevel + 1)
  t2 = mmc(a[1], b[1], calllevel + 1)
  t3 = mmc(a[2], b[2], calllevel + 1)
  t4 = mmc(a[3], b[3], calllevel + 1)
  L = bdd_makeNode(rootlevel + 1, 1, b)
  r = bdd_makeNode(rootlevel, L, R)
  mmc_cache[a, b, calllevel] = r
  return r
end procedure
```

Fig. 7. Using Floyd-warshall algorithm to compute max-min transitive closure of affinity relation.

```
for k = 1 to n do
  for i = 1 to n do
    for j = 1 to n do
      c[i, j] = max(c[i, j], min(c[i, k], c[k, j]))
```

Fig. 8. Using MTBDDs and Repeated Squaring algorithm to compute max-min transitive closure of affinity relation.
Table 1. Images which are used for creating affinity relations.

<table>
<thead>
<tr>
<th>Image</th>
<th>Image name</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image0</td>
<td></td>
<td>80x65</td>
</tr>
<tr>
<td>Image1</td>
<td></td>
<td>40x27</td>
</tr>
<tr>
<td>Image2</td>
<td></td>
<td>60x40</td>
</tr>
<tr>
<td>Image3</td>
<td></td>
<td>90x60</td>
</tr>
</tbody>
</table>

Table 2. Running times of Fuzzy Connectedness problem solver for both base and MTBDD based implementations (in seconds).

<table>
<thead>
<tr>
<th>Image</th>
<th>Base</th>
<th>mtbdd 1</th>
<th>mtbdd 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image0</td>
<td>3574</td>
<td>134.61</td>
<td>2236</td>
</tr>
<tr>
<td>Image1</td>
<td>32.01</td>
<td>1.78</td>
<td>41.90</td>
</tr>
<tr>
<td>Image2</td>
<td>350.72</td>
<td>13.88</td>
<td>285.48</td>
</tr>
<tr>
<td>Image3</td>
<td>4000</td>
<td>214.64</td>
<td>1898.21</td>
</tr>
<tr>
<td>Image4</td>
<td>same as image3</td>
<td>148.95</td>
<td>533.52</td>
</tr>
</tbody>
</table>

Table 3. Number of entries in FC relations and number of nodes which are allocated to represent the relation in its MTBDD representation.

<table>
<thead>
<tr>
<th>Image</th>
<th>Size(r)</th>
<th>mtbdd terminals 1</th>
<th>mtbdd terminals 2</th>
<th>Nodes in mtbdd 1</th>
<th>Nodes in mtbdd 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image0</td>
<td>27040000</td>
<td>6</td>
<td>28</td>
<td>25683</td>
<td>216461</td>
</tr>
<tr>
<td>Image1</td>
<td>11664000</td>
<td>6</td>
<td>25</td>
<td>2212</td>
<td>30753</td>
</tr>
<tr>
<td>Image2</td>
<td>57600000</td>
<td>5</td>
<td>27</td>
<td>4007</td>
<td>87306</td>
</tr>
<tr>
<td>Image3</td>
<td>29160000</td>
<td>5</td>
<td>26</td>
<td>16469</td>
<td>581770</td>
</tr>
<tr>
<td>Image4</td>
<td>same as image3</td>
<td>5</td>
<td>10</td>
<td>34995</td>
<td>57439</td>
</tr>
</tbody>
</table>

Table 4. Size of array and MTBDD representation in KB

<table>
<thead>
<tr>
<th>Image</th>
<th>size(r)</th>
<th>size(array)</th>
<th>size(mtbdd 1)</th>
<th>size(mtbdd 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image0</td>
<td>27040000</td>
<td>81120</td>
<td>513</td>
<td>4329</td>
</tr>
<tr>
<td>Image1</td>
<td>11664000</td>
<td>3499</td>
<td>44</td>
<td>615</td>
</tr>
<tr>
<td>Image2</td>
<td>57600000</td>
<td>17280</td>
<td>80</td>
<td>1746</td>
</tr>
<tr>
<td>Image3</td>
<td>29160000</td>
<td>87480</td>
<td>329</td>
<td>11635</td>
</tr>
<tr>
<td>Image4</td>
<td>29160000</td>
<td>87480</td>
<td>699</td>
<td>1148</td>
</tr>
</tbody>
</table>

7. Conclusion

In this work, we designed and implemented a MTBDD based data-structure to represent fuzzy sets and relations. Also, the BuDDy library was extended to support MTBDDs, and it was employed to implement our idea. Promising results were obtained in evaluation of our method. In particular, considering the fuzzy connectedness problem and compared to the base implementation, when MTBDD based implementation was used, the running-time was improved by a factor ranging from 2 to 27, and, when the memory needed to represent final results was improved by a factor ranging from 37.9 to 265.5.

In the future we would like to apply our data-structure to other problems in fuzzy systems which involve manipulating binary fuzzy relations and fuzzy sets, specially, problems with very large sets of fuzzy data such as the use of fuzzy sets in data mining, approximate reasoning and information retrieval based on fuzzy logic [19, 20, 21, 22].

Extending our current implementation to a framework for research in fuzzy systems is another direction we would like to follow. In particular, researchers would be able to add t-norms operators of their interest, and, design and run new experiments on top of our framework.
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Abstract
Retinal image assessment has been employed by the medical community for diagnosing vascular and non-vascular pathology. Computer based analysis of blood vessels in retinal images will help ophthalmologists monitor larger populations for vessel abnormalities. Automatic segmentation of blood vessels from retinal images is the initial step of the computer based assessment for blood vessel anomalies. In this paper, a fast unsupervised method for automatic detection of blood vessels in retinal images is presented. In order to eliminate optic disc and background noise in the fundus images, a simple preprocessing technique is introduced. First, a newly devised method, based on a simple cell model of the human visual system (HVS) enhances the blood vessels in various directions. Then, an activity function is presented on simple cell responses. Next, an adaptive threshold is used as an unsupervised classifier and classifies each pixel as a vessel pixel or a non-vessel pixel to obtain a vessel binary image. Lastly, morphological post-processing is applied to eliminate exudates which are detected as blood vessels. The method was tested on two publicly available databases, DRIVE and STARE, which are frequently used for this purpose. The results demonstrate that the performance of the proposed algorithm is comparable with state-of-the-art techniques.

Keywords: Retinal Vessel Segmentation; Simple cell Model; DRIVE Database; STARE Database.

1. Introduction
Retinal blood vessel segmentation provides information for diagnosis, treatment, and evaluation of various cardiovascular and ophthalmologic diseases such as hypertensions, diabetes and arteriosclerosis [1]. Various features of retinal blood vessels such as length, width, and tortuosity guide ophthalmologists to diagnose and/or monitor pathologies of different eye anomalies [2-4]. Automatic segmentation of retinal blood vessels is the first step in the development of a computer-assisted diagnostic system. A large number of methods and algorithms that have been published are related to retinal blood vessel segmentation [5]. Each of these methods have their own merits and shortcomings. The algorithms in this field can be classified into techniques based on match filtering, pattern recognition, morphological processing, multiscale analysis and vessel tracking.

As with the processing of most medical images, the signal noise, drift in image intensity, and lack of image contrast cause significant challenges in the extraction of blood vessels. The vessels can be expected to be connected and form a binary treelike structure. However, the shape, size, and local grey level of blood vessels can vary and background features may have similar attributes to vessels. The vessel intensity profiles approximate to a Gaussian shape, or a mixture of Gaussians. Therefore, Gabor filters, which are a multiplication of Gaussian and cosine functions, may be a good approximation of the vessel intensity profiles. Gabor filters are also utilized to model simple cells in the primary visual cortex. The simple cells in the human visual system respond vigorously to an edge or a line of a given orientation and position. It can be expected that a computational model of a simple cell by a Gabor filter may extract blood vessels effectively.

In this paper, we offer an unsupervised approach for retinal blood vessel segmentation in fundus images. Our method was inspired by operations of the human visual system in perception of edges and lines at different directions. This paper is organized as follows: a review of other published vessel segmentation solutions in section two, a presentation of the proposed method in section three, results and comparisons with other existing methods in section four, and finally, the main conclusions of this work in section five.

2. Related Work
Retinal blood vessel segmentation methods can be divided into two broad categories: unsupervised and
supervised methods. Due to the fast algorithms of unsupervised methods, they are generally preferred over supervised methods for medical decision support systems and real-time applications. As the proposed method is also an unsupervised method, it will be more focused on in the review section of this paper.

2.1 Unsupervised Methods

Unsupervised methods perform vessel segmentation without any prior labeling information to decide whether a pixel belongs to a vessel, or not. A match filtering technique is one of the common unsupervised approaches in retinal vessel segmentation [6]. Matched filtering convolves the image with multiple matched filters for detection of blood vessels. The matched filter was first introduced by Chaudhuri et al. [7]; they proposed a twodimensional linear kernel with a Gaussian profile to detect the blood vessels. The kernel is rotated in 12 directions and the maximum response is selected for each pixel. This method was improved by Hoover et al. [7] who combined local and region-based properties of the vessels. They employed a thresholding technique with iterative probing for each pixel. Gang et al. [8] also extended Chaudhuri et al.’s method by an amplitude-modified second order Gaussian filter. Gang et al. optimized the matched Gaussian filter by the vessel width. To summarize, all of these matched filtering methods suffer from low signal-to-noise ratio (SNR).

There are some unsupervised segmentation methods which improved accuracy and/or speed of the segmentation. Cinsdikici and Aydin in [9] present a combination of ant colony optimization algorithm and a hybrid model of the matched filter. They employ some preprocessing techniques and combine matched filter results with an ant colony algorithm to extract blood vessels. High computational cost and set parameters are the main drawbacks of this approach; however Cinsdikici and Aydin increased the accuracy of match filters.

In order to address high computational costs, Amin and Yan proposed a high speed vessels detection algorithm which extracted blood vessels in 10 seconds for each retinal image [10]. They used a phase congruency to enhance the vessel intensity in the algorithm. The phase congruency of an image is computed by a Log-Gabor wavelet. Afterwards, blood vessels are segmented by using a threshold probing technique on phase congruency response images. In the Amin and Yan method, several phase congruency images should be obtained from a single retinal image for different parameters and the best one is determined based on the ROC curve. The phase congruency image that produces the highest area under the ROC curve is considered an optimum image; and related parameters are recorded. As a result of high computational costs, their method suffers from a complex parameter adjustment procedure.

Zana and Klein [11] presented a different approach to extract the vessels. They used mathematical morphology and curvature evaluation in a noisy environment. Their method is based on four steps: noise reduction, linear pattern with Gaussian-like profile improvement, cross-curvature evaluation and linear filtering. Like other morphological processes, Zana and Klein’s method depends heavily on the length of linear structure elements, and causes difficulties with highly tortuous vessels.

Fraz et al. [12] combine vessel centerlines with bit plane slicing to identify the vessel patterns in the retina. Fraz et al. used an orientation map to segment blood vessels. The orientation map of vessels is generated by using a multidirectional top-hat operator with a linear oriented structuring element which emphasizes the vessels in the particular direction. Then, significant information is obtained from the greyscale image using bit plane slicing. Finally, the vessels map is acquired by a combination of the vessel centerlines and the orientation maps. In this method, the vessel centerlines, vessel shape, and orientation maps play crucial roles in the segmentation of the vascular tree. Therefore, because of the prominent light reflection of some vessels like arterioles, and a mismatch between the highest local intensity across the blood vessels and the vessel center, this approach is less suited for all blood vessels in the retinal images. Mendonca et al. [13] also propose a vessel centerline detection in combination with multiscale morphological reconstruction. The vessel centerlines are generated by applying Difference of Offset Gaussian (DoOG) filter. Vessel highlighting is acquired by a modified top hat operator with variable size circular structuring elements. They employ multiscale morphological reconstruction to obtain binary image.

Lam and Yan, on the other hand, propose a vessel segmentation algorithm based on the divergence of vector fields [14]. They locate vessel-like objects by using Laplacian operator and pruning noisy objects based on the centerlines. Consequently, the vessel-like patterns which are far away from the centerlines are removed. Although Lam and Yan’s method is almost robust, it is a time-consuming approach. It requires around 25 minutes to produce the vessels for a single retinal image [14]. Recently, Lam et al. have presented a vessel profile model to detect blood vessels [15]. This algorithm is based on regularization-based multi-concavity modeling. A differentiable concavity measure on perceptive space is defined to extract blood vessels in retinal images with bright lesions. A line-shape concavity measure is also presented to distinguish dark lesions from the vessels. The vessels are obtained by a lifting technique. A main disadvantage of Lam et al.’s method is high computational cost. It takes, on average, 13 minutes to extract blood vessels.

Al-Diri et al., alternatively, present an active contour model for segmenting retinal vessels [16]. They detect blood vessels by growing a ‘Ribbon of Twins’ active contour model which employs two pairs of contours to capture each vessel edge. Initially, a tramline filter is used to locate an initial set of potential vessel segment centerline pixels. Then, the segment growing algorithm converts the tramline image into a set of segments.
Finally, a junction resolution method extends the discrete segments and resolves various crossings and junctions. Al-Diri et al. gained good results, but the method suffers from high computational complexity.

2.2 Supervised Methods

Due to the limited success of unsupervised methods in achieving an acceptable output, some researchers have focused on development of supervised algorithms [17-22]. In supervised methods, observer data (gold standard) is firstly used for the classification of vessels based on given features. Then, a feature vector is required for each pixel. Lastly, a classifier is needed to classify each pixel as a vessel pixel or a non-vessel pixel such as k-nearest neighbors (KNN), feed-forward NN and Bayesian classifier.

All the supervised methods use a variety of approaches to calculate the feature vector and also to classify each pixel. Niemeijer et al. [19] introduce a long feature vector (31-Dimension) for each pixel consisting of the Gaussian filter and its derivatives at five scales. They also compare three classifiers and they show the performance of k-nearest neighbors (KNN) classifier is superior for all experiments. Staal et al. [20] also employed the same classifier, however they utilize ridge profiles to compute features for each pixel. On the other hand, some methods use a short feature vector. For instance, Soares et al. [21] utilize a six-D feature vector and Marin et al. [22] introduce a 7-D feature.

Although supervised methods are robust for many retinal images, they are costly in terms of processing time. They also need ground truth data that are already classified, which may not be available in real life applications. Therefore, supervised approaches are not as common as unsupervised algorithms for medical decision support systems and real time applications. As a result, we focused on unsupervised methods in this research. In this paper, we propose a new unsupervised algorithm based on a directional line sensitivity model of the human visual system to detect blood vessels in the retinal fundus images in almost real time.

3. The Proposed Method

Fundus images contain Red, Green, and Blue (RGB) images of the retina. The green channel and grey-level images provide the best vessel-background contrast of the RGB-representation, while the blue channel offers poor dynamic range and the red one is the brightest colour channel and has low contrast. Therefore, grey-level and green channel images are the best choices for image segmentation. In this research, we employed grey-level retinal images. A flow chart of our method is shown in Fig. 1 which consists of four main steps. These steps will be described in detail in the following sections.

3.1 Preprocessing

Retinal fundus images are not uniform images. The contrast of the retinal fundus images tends to be bright in the centre and diminish at the side, hence preprocessing is essential for minimizing this effect and to have a more uniform image. We introduce a simple technique to minimize the drift in image intensity and lack of image contrast, and generate a uniform image by using a median filter.

The principal function of median filters is to force points with distinct intensity to be more similar to their neighbors. Median filters are quite popular because they provide excellent noise-reduction (impulse noise) capabilities, with less blurring than linear smoothing filter of similar size. Median filters replace the value of a pixel by the median of the grey levels in the neighborhood of that pixel. Therefore, a median filter can be used to achieve the estimation of the background image and location of optic disc. The optic disc is a round area in the fundus images where retinal nerve fibers collect to form the optic nerve. To achieve this goal, the median filter must be large enough in size to remove blood vessels as a noise. The experimental results demonstrate that in 576x720 fundus images, employing a 25x25 median filter will remove blood vessels from the grey-level image and the background and optic disc will appear.

![Flow Chart](Image)

Fig. 1. A flow chart of the proposed method

If \( i(x,y) \) is defined as a luminance distribution of original RGB input image and \( g(x,y) \) is defined as a grey-level image of \( i(x,y) \), then the background, \( b(x,y) \), of a grey-level image is obtained by median filter with size of window 25x25. Fig. 2 (a) depicts an input original RGB image from a DRIVE database as \( (x,y) \), and Fig. 2 (b and c) illustrates the grey level of \( i(x,y) \) and the output of median filter (i.e. \( b(x,y) \)), respectively. This clearly shows that the presented filter with the appropriate size is a good approximation of the background in retinal fundus images. Once the background is computed, a uniform
image is acquired by subtracting the background image from the grey-level image:

\[ U(x,y) = g(x,y) - b(x,y) \]  

(1)

This equation generates a uniform image. Fig. 2(d) shows the \( U(x,y) \).

In order to enhance the blood vessel intensity, we need an image with vessel pixels containing brighter intensity than background pixels. This can be generated by using negative transformation:

\[ s(x,y) = 255 - U(x,y) \]  

(2)

Finally, to avoid processing the black border and corners, a binary mask is applied to \( s(x,y) \). These two last steps are shown in Fig. 2 (e and f). Through the proposed preprocessing approach, a uniform and normalized image of the retina with vessel pixels brighter than non-vessel pixels is generated. In the next section, a novel vessel enhancement technique to increase vessel’s intensity is presented.

Finally, to avoid processing the black border and corners, a binary mask is applied to \( s(x,y) \). These two last steps are shown in Fig. 2 (e and f). Through the proposed preprocessing approach, a uniform and normalized image of the retina with vessel pixels brighter than non-vessel pixels is generated. In the next section, a novel vessel enhancement technique to increase vessel’s intensity is presented.

3.2 Vessels Enhancement by Computational Model of a Simple Cell

Due to the poor local contrast of blood vessels, intensity of vessel pixels must be enhanced. The proposed method was motivated by neurons which respond to line and edge in the primary visual cortex. It is not feasible to build a computational model of HVS for image processing applications directly from the physiology of the HVS, due to its tremendous complexity. However, Computational models with different aspects of HVS were developed, aiming at observations from psychovisual experiments or sequential processing of the visual information in different layers of the HVS [22-27].

Hubel and Wiesel [28] identified two main classes of neuron which they called simple and complex cells. They proved that the majority of neurons in primary visual cortex reveal orientation selectivity [24-26]. Typically, such a neuron would react to a line or an edge of a given orientation in a given area of the visual field, called its receptive field (RF). Generally, simple cells are neurons which respond to an edge or growing/declining line, while neurons which do not react are called complex cells.

The computational models were extended based on simulation of the cell operation [23]. Simple cells are typically modeled by linear spatial summation followed by half-wave rectification. A family of two-dimensional Gabor functions was proposed as a model of the receptive field of simple cells [23,29]. A Gabor filter is a linear and local filter, and its kernel is multiplication of Gaussian and cosine functions. For an input image with luminance distribution of \( s(x,y) \), a simple cell’s response compute by convolution [27]:

\[ S_{a,\lambda,\theta_k,\varphi}(x,y) = h_{a,\lambda,\theta_k,\varphi}(x,y) \ast s(x,y) \]  

(3)

\[ h_{a,\lambda,\theta_k,\varphi}(x,y) = \cos(\frac{2\pi}{\lambda}x + \varphi) e^{-\frac{x^2+y^2}{2\sigma^2}} \]  

(4)

\[ \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} \cos \theta_k & \sin \theta_k \\ -\sin \theta_k & \cos \theta_k \end{bmatrix} \begin{bmatrix} x' \\ y' \end{bmatrix} \]  

\[ \theta_k = \frac{(k-1)\pi}{N_\theta} \quad \text{for} \quad k = 1,2,...,N_\theta \]  

(5)

Where \( \theta_k \) is the preferred orientation of a simple cell’s response, \( 1/\lambda \) is spatial frequency, and \( N_\theta \) is the number of total preferred orientations. Ellipticity of the receptive field and its symmetry with respect to the origin are controlled by constant parameter \( \gamma \) and angle parameter \( \varphi \in (-\pi, \pi) \), respectively. The width of the receptive field of the simple cell is defined by a \( \sigma \) parameter. The ratio \( \sigma/\lambda \) determines the special frequency bandwidth, therefore it defines the number of parallel excitatory and inhibitory regions of the receptive field. In this research, we fix the ratio \( \lambda = \sigma/0.56 \) to have half-response bandwidth of one octave [27]. We also fix the parameter \( \varphi = \pi \) to generate a symmetric \( S_{a,\lambda,\theta_k,\varphi}(x,y) \). In order to enhance vessel intensity, we employed the computational model of the simple cell (4) as a filter kernel to convolve with the preprocessed image. A block diagram of the proposed approach for improving blood vessels intensities based on the HVS line detection model is shown in Fig. 3.

The vessel enhancement process causes a side effect on non-vessel pixels which are similar to blood vessels. Non-vessel pixels are enhanced as much as blood vessels. These false vessel-like objects are related to some illnesses or various conditions in image acquisition. In order to suppress this side effect, a pruning function is proposed. This function is also motivated by simple cells in the HVS. Simple cells in the HVS react to
an input signal when the output is greater than a particular threshold. Therefore, in each preferred orientation, we consider an adaptive threshold value on the cell responses, $S_{\sigma,\lambda,\theta_k,\varphi}(x,y)$. The pruning function is referred to as an activation function. We define the adaptive activation function $\mu_\alpha(x,y)$ as follows:

$$
\mu_\alpha(x,y) = \begin{cases} 
1, & \text{if } S_{\sigma,\lambda,\theta_k,\varphi}(x,y) \geq \alpha \times \max(S_{\sigma,\lambda,\theta_k,\varphi}) \\
0, & \text{if } S_{\sigma,\lambda,\theta_k,\varphi}(x,y) < \alpha \times \max(S_{\sigma,\lambda,\theta_k,\varphi})
\end{cases}
$$

Constant parameter of $\alpha (0 < \alpha \leq 1)$ controls the activation function. As a rule, there is a trade-off between salience of the thin vessels and signal to noise ratio. Although thin vessels are enhanced by setting high value for $\alpha$, the false vessel-like objects are also highlighted.

The activation function $\mu_\alpha(x,y)$ must be applied to the cell response $S_{\sigma,\lambda,\theta_k,\varphi}(x,y)$. As a result, the enhancement regions of $s(x,y)$ is computed by $E_{\sigma,\theta_k,\varphi}(x,y)$ as follows:

$$
E_{\sigma,\theta_k,\varphi}(x,y) = \mu_\alpha(x,y) \times S_{\sigma,\lambda,\theta_k,\varphi}(x,y) \quad \text{for } \lambda = \sigma/0.56
$$

Experimental results demonstrated a significant role of the proposed adaptive activation function on Gabor filter responses. It improved the accuracy of the proposed method.

Finally, vessel enhancement is completed by combining the cell responses at various directions into a single output. After the kernel is rotated in $N_0$ directions, the maximum response is selected for each pixel. The output image is considered as a salient image.

$$
S_{\sigma,\alpha}(x,y) = \max \left( E_{\sigma,\theta_k,\varphi}(x,y) \right)
$$

for $k = 1, 2, ..., N_0$

### 3.3 Blood Vessels Segmentation

The output of our method must be a binary image with high value ‘1’ for vessel pixels and low value ‘0’ for non-vessel pixels. Due to the vessel enhancement step, the intensity of vessel pixels is considerably higher than non-vessel pixels, and they would be segmented by a simple threshold. Therefore, we generate the segmentation map by using a simple threshold. In other words, the adaptive threshold acts as a classifier and classifies each pixel as vessel or non-vessel to obtain the vessel binary image. The classifier is modified by intensity average as follows:

$$
BM_{\sigma,\alpha,\beta}(x,y) =
\begin{cases} 
1, & \text{if } S_{\sigma,\alpha}(x,y) \geq \beta \times \text{mean}(S_{\sigma,\alpha}) \\
0, & \text{if } S_{\sigma,\alpha}(x,y) < \beta \times \text{mean}(S_{\sigma,\alpha})
\end{cases}
$$

Where $BM_{\sigma,\alpha,\beta}(x,y)$ is the binary map of the blood vessels and $\beta$ is a constant parameter which controls a ratio of vessel pixels and non-vessel pixels. We fixed $\beta$ to 3/2 for the images.

### 3.4 Post-Processing

The last phase in our method is a local morphological process on the binary map to overcome the problems arising from over segmentation. Over-segmentation occurs because of lesions or noise in the original image. We can improve the output binary map by removing the lesion and noise areas. This can be done by a local morphological process. Generally, over-segmentation areas are smaller than the thinnest vessel. Hence, all connected objects which are smaller than the thinnest vessel should be removed. Practical experience demonstrated that the thinnest vessel has about 200 pixels in DRIVE [30] and STARE [31] databases. Consequently, in the binary maps, the objects whose areas are less than 200 pixels should be removed.

### 4. Experimental Results and Evaluation Metrics

#### 4.1 Databases

We utilized the images included in the well-known DRIVE and STARE databases to assess the performance of the proposed method. The DRIVE database comprises 40 eye-fundus colour images. The image set is divided into a test and training sets and each one contains 20 retinal images. The test set is employed for measurement of performance of the vessel segmentation algorithms. The DRIVE database also provides two manual segmentations on each image of the test set which made by two different human observers. The manually segmented images by the 1st human observer are used as a gold-standard image (ground truth). In the STARE database, there is just one image set. It contains 20 images; ten of these contain pathology. It includes two manual segmentations by Hoover and Kouznetsova. The performance is computed with the segmentations of the 1st observer as a gold-standard image.

Fig. 3. A procedure of the proposed method for the blood vessels enhancement
4.2 Metrics

Our algorithm is evaluated in terms of sensitivity (Se), specificity (Sp), positive predictive value (Ppv), negative predictive value (Npv), and accuracy (Acc). Se and Sp metrics are the ratio of well-classified vessel and non-vessel images respectively, i.e. our method is more accurate. Ppv and Npv are the ratio of pixels classified as vessel pixels and the ratio of pixels classified as background pixels which are both correctly classified. Finally, Acc is a global measurement, and provides the ratio of total well-classified pixels. These metrics are defined as:

\[ Se = \frac{TP}{TP+FN} \]  
(10)

\[ Sp = \frac{TN}{TN+FP} \]  
(11)

\[ Ppv = \frac{TP}{TP+FP} \]  
(12)

\[ Npv = \frac{TN}{TN+FN} \]  
(13)

\[ Acc = \frac{TP+TN}{TP+TN+FP} \]  
(14)

Where TP is the number of pixels correctly classified as vessel pixels; TN is the number of pixels correctly classified as non-vessel pixels; FN is the pixels belonging to a vessel, but is recognized as background pixels. FP is the pixels incorrectly classified as vessel pixels.

The proposal method was implemented on a Windows-7 operating system running on an Intel Pentium 2.7 GHz processor with 4 GB RAM. In the implementation of the proposal method, N0 is set at 8, or the angle resolution is 22.5° which is able to be aligned with vessels in different directions. The constant value of α is fixed at 0.16 for DRIVE database and 0.14 for STARE database. The width of the receptive field of simple cells (σ parameter) is set at 0.6 and the ellipticity of the receptive field (γ parameter) is set at 0.4. They found by iteration to match the filter properly with vessels. As all parameters in Gabor filter are constant, there is no need for ROC curve. The required mask images for the preprocessing step are available in the DRIVE database. For the STARE database, we have generated the mask images as the STARE database did not provide them.

4.3 Results

The performance results of the DRIVE and STARE databases are shown in Table 1 and Table 2. The last rows of the tables show average Se, Sp, Ppv, Npv, and Acc values in each database. The maximum and minimum values are in bold. It can be perceived that the average sensitivity value on DRIVE images is higher than STARE images from the tables. The minimum values of Se are also 0.6650 and 0.4858 on the DRIVE and STARE databases respectively, i.e. our method is more appropriate for the DRIVE than the STARE regarding the ratio of well-classified vessel pixels.

In terms of accuracy, the average values are 0.9403 and 0.9445 for the DRIVE and STARE databases, respectively. The accuracy of the proposed method on both databases is almost the same. Although the minimum accuracy of the STARE database (0.9150) is a weakness of our method, the average accuracy values are comparable with other results in the literature for both databases.

Two examples of the proposed segmentations from both databases along with gold standard segmentations are given in Fig. 4 and 5. In terms of quality, the proposed method is comparable with the related gold standards.

<table>
<thead>
<tr>
<th>Table 1. Performance results on DRIVE database images</th>
</tr>
</thead>
<tbody>
<tr>
<td>image</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>19</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>Average</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Performance results on STARE database images</th>
</tr>
</thead>
<tbody>
<tr>
<td>image</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>11</td>
</tr>
<tr>
<td>12</td>
</tr>
<tr>
<td>13</td>
</tr>
<tr>
<td>14</td>
</tr>
<tr>
<td>15</td>
</tr>
<tr>
<td>16</td>
</tr>
<tr>
<td>17</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>19</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>Average</td>
</tr>
</tbody>
</table>
The performance of our method in terms of accuracy is almost superior when compared to unsupervised approaches. Clearly, sensitivity values of unsupervised methods are inferior or not accessible; however, a few methods provide higher accuracy than the proposed approach. In Lam et al. method [15], which presented the highest accuracy among all other methods, the sensitivities were not reported and more importantly it takes 13 minutes to generate the binary image. Table 4 shows the elapsed time comparison among our method with some state-of-the-art algorithms. A comparative analysis shows that Amin et al. [10] method has presented the fastest algorithm among the state-of-the-art algorithms with 0.9081 and 0.9191 accuracy values on STARE and DRIVE databases, respectively. The proposed method is implemented on 2.7GHz machine, which is ((2.7-2.66)/2.66) ×100 = 1.5% increase in machine speed compared to the machine (2.66 GHz) that Amin et al. used. As a result, their method which took 10 seconds on 2.66 GHz machine, will take 10/(1 + 0.015) ≈ 9.85 seconds on a 2.7 GHz machine. Therefore, the proposed method improves the execution time by about 50% and also presents more accuracy. Consequently, in terms of algorithm speed, the proposed method outperforms all other blood vessel segmentation methods.

5. Conclusion

Automatic segmentation of the retinal blood vessel is the first step in developing a computer-assisted diagnostic system. Extracting blood vessel in the fundus image is a challenging problem. We presented an effective and fast retinal vessel segmentation technique based on the simple cell operation of a primary visual cortex by using a Gabor filter. The proposed method is a fast and simple unsupervised method which does not require any training. The performance of this method was shown by sensitivity, specificity, positive predictive value, negative predictive value and accuracy measurements on DRIVE and STARE databases. Our method consists of four steps: preprocessing, blood vessel enhancement, adaptive thresholding, and post-processing.

Preprocessing is a mandatory step for almost all medical images because of the signal noise, drift in image intensity, and lack of the image contrast. First, we utilized a median filter for preprocessing to generate a uniform image from fundus images. Although, we are not pioneers in using a median filter, we utilized the median filter for fundus images to generate a uniform image. Then, blood vessel enhancement was accomplished based on the simple cell operation in the primary visual cortex. We utilized a directional Gabor filter at eight directions to increase blood vessel intensity. All parameters for the Gabor filter were fixed and did not require to be changed for each image. Next, adaptive thresholding was used to generate a binary image. Adaptive thresholding was utilized as a simple classifier to classify each pixel as a vessel pixel or non-vessel pixel. Finally, a local morphological process was used on the binary image to overcome the problems arising from lesions or noise.

4.4 Evaluation

In order to evaluate the performance of the proposed method, we compare our simulation results with the state-of-the-art results and hand-labeled ground truth segmentations in Table 3. The performance of the proposed method is evaluated based on two criteria: the value of accuracy (Acc) to measure the ability of hard-classification, and the ‘sensitivity’ (Se) to measure the ratio of well-classified vessel pixels. The results of Zana [11] and Jiang [32] were taken from the DRIVE database website [30]. A comparative analysis shows that the proposed method achieved better performance metrics than most of the unsupervised methods.

In general, supervised methods outperform unsupervised methods. However, even though our method is unsupervised, sensitivity values of the proposed method for STARE and DRIVE databases are almost higher than the supervised methods. Although Fraz et al [6], Al-Diri et al. [16] and You [33] seem to present better results than our approach, they suffer from high computational complexity and execution time when finding the vessels.
There are solely two variable parameters, $\alpha$ and $\beta$, in our method to compromise the accuracy and the sensitivity. Although $\alpha$ and $\beta$ were fixed in our implementation, they can be changed according to the requirements of its application.

The proposed method outperforms almost all other unsupervised state-of-the-art methods in terms of accuracy, sensitivity and speed. The proposed method is able to acquire the blood vessels in retinal images at about five seconds with an average accuracy of 0.9445 and 0.9403 for the STARE and DRIVE databases, respectively. However, due to a trade-off between the detection of narrow vessels and noise in our approach, several spots are falsely segmented as vessels.

We aim to improve the proposed method by applying a multi-scale Gabor filter instead of a single-scale filter in the future work. The proposed method may be also modified by applying some standard classifiers like the K-Nearest Neighbors algorithm instead of adaptive thresholding to increase the accuracy.

Table 3. Performance results compared to other methods on the STARE and DRIVE databases

<table>
<thead>
<tr>
<th>Segmentation Methods</th>
<th>Year</th>
<th>STARE database</th>
<th>DRIVE database</th>
<th>Method type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>se</td>
<td>Acc</td>
<td>se</td>
</tr>
<tr>
<td>2nd human observer</td>
<td>2004</td>
<td>0.8951</td>
<td>0.9348</td>
<td>0.7796</td>
</tr>
<tr>
<td>Soares [21]</td>
<td>2006</td>
<td>0.7207</td>
<td>0.9480</td>
<td>0.7332</td>
</tr>
<tr>
<td>Staal [20]</td>
<td>2004</td>
<td>N.A</td>
<td>0.9516</td>
<td>N.A</td>
</tr>
<tr>
<td>Marin [22]</td>
<td>2011</td>
<td>0.6944</td>
<td>0.9526</td>
<td>0.7067</td>
</tr>
<tr>
<td>Fraz [6]</td>
<td>2012</td>
<td>0.7548</td>
<td>0.9534</td>
<td>0.7406</td>
</tr>
<tr>
<td>Hoover [2]</td>
<td>2009</td>
<td>0.6747</td>
<td>0.9264</td>
<td>N.A</td>
</tr>
<tr>
<td>Zana [11]</td>
<td>2001</td>
<td>N.A</td>
<td>0.6971</td>
<td>0.9377</td>
</tr>
<tr>
<td>Jiang [32]</td>
<td>2003</td>
<td>N.A</td>
<td>0.9009</td>
<td>N.A</td>
</tr>
<tr>
<td>Mendonca [13]</td>
<td>2006</td>
<td>0.6996</td>
<td>0.9440</td>
<td>0.7344</td>
</tr>
</tbody>
</table>
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