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Abstract
In this paper a new digital background calibration method for successive approximation register analog to digital converters is presented. For developing, a perturbation signal is added and also digital offset is injected. One of the main advantages of this work is that it is completely digitally and eliminates the nonlinear errors between analog capacitor and array capacitors due to converter’s capacitors mismatch error by correcting the relative weights. Performing of this digital dithering method does not require extra capacitors or double independent converters and it will eliminate mismatches caused by these added elements. Also, No extra calibration overhead for complicated mathematical calculation is needed. It unlike split calibration, does not need two independent converters for production of two specified paths and it just have one capacitor array which makes it possible with simple architecture. Furthermore, to improve DNL and INL and correct the missing code error, sub radix-2 is used in the converter structure. Proposed calibration method is implemented by a 10 bit, 1.87-radix SAR converter. Simulation results with MATLAB software show great improvement in static and dynamic characteristics in applied analog to digital converter after calibration. So, it can be used in calibration of successive approximation register analog to digital converters.
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1. Introduction
Today, due to the combination of analog and digital integrated circuits, having the appropriate speed and accuracy in data conversion is very important. Hence, successive-approximation-register (SAR) analog-to-digital converters (ADCs) because of establishing a good balance between speed and accuracy as well as lower complexity of circuits than sigma delta converters, flash and other types that either lower speed or accuracy and high circuits complexity and volume, have been considered [1-18]. SAR ADC due to good tradeoffs between speed and accuracy. However, capacitor mismatch in the SAR converters limits the accuracy and resolution of the converter. Commonly, the main factor that limits the linearity in these converters is capacitor mismatch error in digital-to-analog converter (DAC) [10]. Some SAR ADC calibration methods perform the calibration in the analog domain, which requires extra analog circuits [14, 17, 18]. This extra analog will cause additional mismatches between them and capacitors of core array. Also, they need higher circuit complexity. In [15, 19, 20] some SAR ADC digital calibration technique with the dithering method have been proposed. The disadvantage of this technique is that, it is analyzed based on complicated mathematical calculations using matrix and inversing of them, therefore, its implementation require very complex circuit in digital calibration part.

In this work, a new SAR ADC digital calibration technique with offset injecting perturbation signal in digital domain is presented. In the proposed method, and in two steps, this offset will be injected in the two least significant capacitors in the basic capacitor array, separately. Also, sub radix-2 architecture [14, 17] is utilized in order to not to lose any code and prevent redundancy.

The advantages of this method is that: firstly, for applying the perturbation signal extra analog capacitor [15], which leads to new uncompensated mismatching between this analog capacitor and array capacitors, is not required. Secondly, comparing to preceding digital dithering method [16, 19, 20], it doesn’t need complicated mathematical calculation. Thirdly, unlike split calibration, that requires two independent converters for production of two specified paths [17, 18], it just employs basic capacitor array which makes it possible with simple architecture.

This paper organizes the following chapters: in the second chapter a review on procedure of SAR ADS converters has been provided. In third chapter, calibration architecture and error correction procedure is introduced. In the fourth and fifth chapters simulation and conclusion are provided.
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2. Basic Principle of SAR

2.1 Binary SAR Architecture

In Fig. 1, a conventional form of SAR analog-to-digital converters has been showed. Commonly, it includes a DAC with binary weight therein each capacitor with more valuable weight is equal to total low-valuable capacitors. Analog input will be converted in N clock cycles to N-bit digital output. In first phase all capacitors are connected to input sample \( v_{in} \), then capacitor \( c_{N-1} \) is connected to capacitor \( +v_{ref} \) and the remaining capacitors connect to \( -v_{ref} \). By redistribution of capacitor charges, total node voltage is obtained as below [10, 14, 17]:

\[
v_{sum} = -v_{in} + \frac{C_{N-1}}{C_T} v_{ref} - \frac{\sum_{i=1}^{N-2} c_i + c_0}{C_T} v_{ref} \tag{1}
\]

Considering \( v_{sum} \) sign, the comparer specifies \( d_{N-1} \) bit. If \( v_{sum} > 0 \), \( d_{N-1} \) is zero and otherwise will be 1. This process is repeated in N clock pulse and for N bit:

\[
v_{sum} = -v_{in} + \sum_{i=0}^{N-1} (2d_{i-1} - 1) \frac{c_i}{C_T} v_{ref} - \frac{c_0}{C_T} v_{ref} \tag{3}
\]

In (3), it is observed that the share of each digital output bit is determined by a weight \( w_i \) that is equal to \( \frac{c_i}{C_T} \). In ideal mode, the weights are equal to \( \frac{1}{2^i} \) (i is the number of relative bit). In this mode, converter transfer curve is as linear function \( x=y \) [13].

Although binary algorithm is more efficient as respect to the conversion stages but is exposed to the analog disorders while implementing the actual circuit. Mismatch of capacitor in binary SAR ADC is static error resources (DNL, INL). For reducing these errors, often ADC including unit elements and capacitive divisions is used that is cause of circuits complexity in logic part such as binary to thermometer decoder circuit that ultimately results in speed drops of converter. In the mode of having error due to the mismatch of capacitors, the decision-making surfaces may not be distributed equally all over the input range. This distortion may lead in losing some codes, but that missing code maybe improved by digital calibration [13].

![Fig. 1. SAR ADC structure](image)

2.2 Sub Radix-2 Architecture DAC

If binary architecture without any modification is used, digital calibration cannot correct all types of mismatch errors. Fig. 2 illustrates several transfer curves for a 5-bit binary-scaled DAC [14]: Fig. 2a shows nominal curve, Fig. 2b shows curve in case of a positive DNL error in the MSB, and Fig. 2c shows curve in case of a negative DNL error in the MSB[14]. While considering the MSB only in this example, a comparable situation can occur with the other capacitors of the DAC. The large DNL error produced for DNL>0 cannot be reduced with calibration, as calibration can only re-map the input code to an existing combination of capacitors that approximates the desired output level. However, for DNL<0, there is no combination of capacitors available to fill the gap in the output range. On the other hand, the large DNL error for DNL<0 can be corrected with calibration, as there is a ‘gap-free’ consecutive of output levels. By digital re-mapping, the overlap of the curve can be removed to obtain a slick transfer curve. However, as a side effect of the overlap, the full-scale range of this converter will be slightly smaller than usual that is compensated by redundancy bit [13, 14].

Concisely, for the digital calibration to operate properly gaps (DNL>0) are not allowed but overlap (DNL<0) is allowed. By means of redundancy, the probability of a ‘gap’ can be reduced to an arbitrary low value by design; instead of designing the nominal transfer curve as in Fig. 2a (x=y), it is designed as in Fig. 2c. Thus, redundancy introduces intentional overlap (DNL<0) of the nominal transfer curve to guarantee that the consecutive of the output range remains, also in case of mismatch. While the figure illustrates redundancy for the MSB only, in reality this redundancy requirement needs to be implemented for each bit of the converter [13, 14, 17].

For the case that the more valuable weight is smaller than total capacitors, probably a code is lost.

![Fig. 2. Transfer curves for a 5-bit binary-scaled DAC:](image)

left) Nominal curve middle) Curve case of a positive DNL error in the MSB right) Curve case of a negative DNL error in the MSB [14]

3. Calibration Method

Perturbation-based calibration algorithm has been introduced in [15]. In [15], perturbation signal in analog domain has been inserted to the inlet by two small capacitors. These capacitors increase the chip area. Furthermore, mismatch error between these inserted capacitors and the capacitors of SAR ADC cannot be compensated. Dithering method is used in [16], by applying a PN signal on the weights, the error is corrected by matrix and very complicated calculations which will lead to high amount of circuit a low speed in the
calibration unit. In this paper, the error has been compensated by adding two lower weights to the input.

In this paper a new structure of sub radix-2 algorithm has been used that reduces the complexity of circuit structure, in which by using the added weights $w_0$ and $w_1$ to the converter, capacitor mismatch errors are corrected in digital domain.

Fig. 3 exhibits the first step of background calibration design of SAR ADC. As can be seen, to perturbation signal injection, the weight of lowest bit $w_0$ of the first stage is applied by $V_{in}$, in which the sum/subtract of these two makes the ADC input.

The operation is described as follows: a single SAR ADC digitizes each analog sample twice, with two offsets, where is the weight of lowest bit $w_0$. SAR ADC provides two outputs for each sample of analog input. $D_0$ is produced in lieu for input $V_{in} + w_0$ and $D_-$ in lieu for $V_{in} - w_0$.

According to Fig. 3, the main output of ADC is produced out of the average of both outputs. The error is calculated by subtracting the outputs through reducing 2 $w_0$. So it can be written as:

$$\text{error} = \frac{D_+ - W - D_- - W - 2w_0}{2} \quad (4)$$

$$X_{out} = \frac{X_+ + X_-}{2} \quad (5)$$

where $X_{out}$ is the final output of ADC.

Update equation of weights is obtained according to LMS method as following [15]:

$$w_i(n + 1) = w_i(n) - \mu_w.\text{error} \cdot (D_+(n) - D_-(n)) \quad (6)$$

Where $\mu_w$ is the convergence coefficient.

By this equation, all weights except $w_0$ will be updated and improved.

Adding and subtracting has been done by forward and reverse switching sequence of this capacitor, respectively [16]. So it can be said that:

$$V_{in} \pm w_0 = \sum_{i=1}^{N-1}(2b_i - 1)w_i + Q_e \quad (7)$$

where $V_{in}$ is the analog sample, $Q_e$ is the quantization noise and $w_1$ weight of the $i$’th bit.

In the second step calibration engine, and for updating $w_0$, the weight of $\pm w_1$ are added to $V_{in}$ input (similar to $w_0$) and the error is obtained by calculating the difference of outputs and reducing $2w_2$ as shown in Fig. 5 error is used to calibrate the weight of $w_0$ in terms of the following equation:

$$\text{error} = \frac{D_+ - W - D_- - W - 2w_1}{X_+ + X_-} \quad (8)$$

$$w_0(n + 1) = w_0(n) - \mu_w.\text{error} \cdot (D_+(n) - D_-(n)) \quad (9)$$

For the signal injection of second dither and for adding $\pm w_1$ to $V_{in}$, as can be seen in the Fig. 6 digital offset is injected through the second lowest-valuable weight capacitor in capacitor banks of Fig. 1 (similar to preceding step). So it can be written as:

$$V_{in} \pm w_1 = w_0(2b_0 - 1) + \sum_{i=2}^{N-1}(2b_i - 1)w_i + Q_e \quad (10)$$

In order to facilitate the signal injection of dither, as can be seen in the Fig. 4, the digital offset is injected through the lowest-valuable weight capacitor in capacitor banks of Fig. 1.
4. Simulation Results

A 10-bit SAR ADC has been simulated and calibrated by background digital calibration procedure and aiding MATLAB software. The capacity of capacitors in ADC has been specified according to sub radix-2 algorithm and mismatch 5% and with the base of 1.87, in accordance with first line of table I. The stability coefficients of LMS loop $\mu_w = 2^{-17}, \mu_e = 2^{-11}$ is chosen. INL and DNL diagrams before and after calibration modes are observed respectively in Fig. 8 and 9.

Fig. 8a and Fig. 8b show DNL diagrams and Fig. 9a and Fig. 9b show INL diagrams before and after calibration, respectively. In this figures the improvement of DNL and INL is completely evident. After calibration DNL and INL reduced from [-1.12] LSB to [-0.1, 0.1] LSB and [-14.2, +14.2] LSB to [-0.34, +0.23] LSB, respectively. It should be pointed out that the effective number of bit is approximately is 10bit (which has maximum length of $2^{10}=1024$ multiplied by LSB) and before calibration maximum length of DNL is about 14LSB. So DNL is less than 1.5% of maximum length in a 10bit converter. Upon reaching DNL to [-0.5, 0.5] LSB, missing code error is improved. Fig. 10 shows frequency response diagram before and after calibration. Static and dynamic specifications are shown in table II. After calibration, static and dynamic specifications have noticeable Improvement.

![Fig. 7. Flowchart of calibration procedure](image)

![Fig. 8. DNL Diagrams: a) Before calibration b) After calibration](image)
Fig. 9. INL Diagrams: a) Before calibration b) After calibration

Fig. 10. Output PSD diagram: a) Before calibration b) After calibration

Table 1. Static and dynamic specifications SAR ADC

<table>
<thead>
<tr>
<th></th>
<th>Before Calibration</th>
<th>After Calibration</th>
<th>Improvement Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNL (LSB)</td>
<td>12</td>
<td>0.21</td>
<td>11.76</td>
</tr>
<tr>
<td>INL (LSB)</td>
<td>14.2</td>
<td>0.57</td>
<td>13.63</td>
</tr>
<tr>
<td>SNR (dB)</td>
<td>32.52</td>
<td>60.56</td>
<td>28.04</td>
</tr>
<tr>
<td>SFDR (dB)</td>
<td>48.61</td>
<td>69.53</td>
<td>20.92</td>
</tr>
<tr>
<td>ENOB (Bits)</td>
<td>5.11</td>
<td>9.91</td>
<td>4.8</td>
</tr>
</tbody>
</table>

5. Conclusion

A SAR ADC by digital background calibration method as well as sub radix-2 algorithm was presented. The dominant error in this converter was studied and improved by means of calibration method. Upon applying sub radix-2, no adaptation to the unit capacitor is required and it causes the simplicity of analog circuit and improvement of converter efficiency. Innovative result of this work is that perturbation signal is injected by the two least significant of existing elements in array capacitor of converter. So, this method does not need extra capacitor, so, related issue of mismatch between added element and existing elements in array capacitor will be eliminated. Furthermore, compared to the preceding works, it does not require complex mathematical calculations.
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Abstract
This paper presents a reliable model for mobile codes in distributed networks, which represents reliable mobile agent execution. The model ensures non-blocking mobile agent execution and forces the once property without relying on correct fault detection. A mobile agent execution is blocking if a fault of agent prevents the agent from continuing in its execution. The once problem is related to non-blocking in the sense that solutions to the latter may lead to multiple executions of the mobile agent. A solution to reliable mobile agent execution needs to ensure both the non-blocking and once properties. The analytical results show new theoretical perceptions into the statistical behaviors of mobile agents and provide useful tools for executing mobile agents in networks. The results show that agents’ behavior is influenced by places’ characteristics and the agents’ behavior can be managed to network. In this paper, we analyzed the average time consuming of mobile agents between two places. The approach, Fault-Tolerant approach for mobile codes offers a user-transparent fault tolerance which can be selected by the user for every single application given to the environment. Thereby, the user can decide for every application whether it has to be treated fault-tolerant or not. We proposed a reliable execution model of mobile codes and analyzed the life expectancy, including the average time consuming of mobile agents between two places, the average number of places agents will visit, and the agents’ life expectancy.

Keywords: Mobile Computing; Mobile Code; Computer Network; Computing Paradigms.

1. Introduction

In view of the deficiencies of the client/server paradigm, the mobile code paradigm has been developed as an alternative approach for distributed application design. In the client/server paradigm, programs cannot move across different places and must run on the places they reside on. The mobile code paradigm, on the other hand, allows programs to be transferred among and executed on different computers. By allowing code to move between places, programs can interact on the same computer instead of over the network. Therefore, communication cost can be reduced. Besides, mobile agent [1-2] programs can be designed to work on behalf of users autonomously. This autonomy allows users to delegate their tasks to the mobile agents, and not to stay continuously in front of the computer terminal. The promises of the mobile code paradigm bring about active research in its realization. Most researchers, however, agree that security concerns are a hurdle [3]. In this paper, we investigate these concerns. A mobile agent is a software program which migrates from a site to another site to perform tasks assigned by a user. For the mobile agent system to support the agents in various application areas, the issues regarding the reliable agent execution, as well as the compatibility between two different agent systems or the secure agent migration, have been considered. Some of the proposed schemes are either replicating the agents [4-5] or checkpointing the agents [6-7]. For a single agent environment without considering inter-agent communication, the performance of the replication scheme and the checkpointing scheme is compared in [8] and [9]. In the area of mobile agents, only few work can be found relating to fault tolerance. Most of them refer to special agent systems or cover only some special aspects relating to mobile agents, e.g. the communication subsystem. Nevertheless, most people working with mobile agents consider fault tolerance to be an important issue [10]. Cluster, and therefore parallel applications running on them, are very susceptible for failures of components of the cluster. However, programmers and users of distributed applications are interested in their algorithms and solutions. They expect fault tolerance as a service from the underlying run time system. These considerations show the necessity for a design, which enables user-transparent fault tolerance in agent environments. Current agent systems, and also the underlying operating systems, provide this feature only insufficiently, if at all. In this paper we introduce an approach for such a design. It can be applied to different agent systems, if they fulfill certain requirements as discussed below. The approach, Fault-Tolerant approach for mobile agents offers a user-transparent fault tolerance which can be selected by the user for every single
application given to the environment. Thereby, the user can decide for every application weather it has to be treated fault-tolerant or not.

The paper is organized as follows: Section 2 presents the main security challenge of mobile code. In Section 3, the security modeling for the mobile agent and model failures are explained. In Section 4, the fault-tolerant execution model is introduced. The simulation result is discussed in section 5. Conclusion is given in Section 6.

2. The Main Security Challenge of Mobile Code

The main security challenge of mobile code systems lies on the protection of agents. When an agent executes on a remote host, the host is likely to have access to all the data and code carried by the agent. If by chance a host is malicious and abuses the code or data of an agent, the privacy and secrecy of the agent and its owner would be at risk.

Seven types of attack by malicious hosts [2] can be identified:

- Spying out and manipulation of code;
- Spying out and manipulation of data;
- Spying out and manipulation of control flow;
- Incorrect execution of code;
- Masquerading of the host;
- Spying out and manipulation of interaction with other agents; and
- Returning wrong results of system calls to agents

There are a number of solutions proposed to protect agents against malicious hosts [10], which can be divided into three streams:

- Establishing a closed network: limiting the set of hosts among which agents travel, such that agents travel only to hosts that are trusted.
- Agent tampering detection: using specially designed state-appraisal functions to detect whether agent states have been changed maliciously during its travel.
- Agent tampering prevention: hiding from hosts the data possessed by agents and the functions to be computed by agents, by messing up code and data of agents, or using cryptographic techniques.

Depending on the choices made on the client and server sides, the following variants of mobile code computing paradigms can be identified [11-12]:

In the Remote Evaluation (REV) paradigm, component A sends instructions specifying how to perform a service to component B. These instructions can, for instance, be expressed in Java byte code. Component B then executes the request using its own resources, and returns the result, if any, to A. Java Servers are an example of remote evaluation [13].

In the Code on Demand (CoD) paradigm, the resources are collocated with component A, but A lacks the knowledge of how to access and process these resources in order to obtain the desired result. Rather, it gets this information from component B. As soon as A has the necessary know-how (i.e., has downloaded the code from B), it can start executing. The mobile agent computing paradigm is an extension of the REV paradigm. Whereas the latter focuses primarily on the transfer of code, the mobile agent paradigm involves the mobility of an entire computational entity, along with its code, the state, and potentially the resources required to perform the task. As developer-transparent capturing and transfer of the execution state (i.e., runtime state, program counter, and frame stacks, if applicable) requires global state models as well as functions to externalize and internalize the agent state, only few systems support this strong mobility scheme. In particular, Java-based mobile agent platforms are generally unsuitable for this approach, because it is not possible to access an agent’s execution stack without modifying the Java Virtual Place. Most systems thus settle for the weak mobility scheme where only the data state is transferred along with the code. Although it does not implicitly transport the execution state of the agent, the developer can explicitly store the execution state of the agent in its member attributes. The values of these member attributes are transported to the next place. The responsibility for handling the execution state of an agent thereby resides with the developer. In contrary to REV, mobile agents can move to a sequence of places, i.e., can make multiple hops. The mobile code paradigm is actually a collective term, applicable wherever there is mobility of code. Different classes of code mobility can be identified, whereas Ghezzi and Vigna proposed three of them, namely remote evaluation, code on demand and mobile agent [14-15].

In particular, the code that is to be executed for the specific task. In the mobile code paradigms (remote evaluation, code on demand, and mobile agent), the know-how moves from one side to another side regarding where the computation takes place; while in the client/server paradigm, the know-how is stationary on the remote (server) side. Resources are the input and output for the code, whereas processor is the abstract place that carries out and holds the state of the computation. The arrows represent the directions in which the specific item should move before the required task is carried out. Ghezzi and Vigna’s classification, [15], is found to be comprehensive and representative of most existing mobile code paradigms (such as the rsh utility, Java applets and mobile agent systems), and we will base our discussion on this classification.

3. Security Modeling

There are several fault tolerance issues that need to be addressed in our approach, just as in other schemes. For example, when storage space is exceeded in data bin services, some form of queue management is implemented (much like routers discard packets under certain load conditions). One or more trusted third parties can be used for data collection activities or task agent
hosting (instead of the originating host) to allow for disconnected host operations. Timeout of task agents that must wait for results of both the computation agent and the data collection agents can be mitigated by providing time-based services that determine when agents have been unreasonably detained or diverted.

As with any multi-agent or mobile agent system, recovery from errors when messages are not delivered or when migration is not possible needs to be addressed. Failure of data bin services would require an alternative or default data storage service in the network if the host facility becomes unavailable. Failure of the original task agent, failure of one or more computation agents, and failure of data collection agents can be mitigated by such approaches as the shadow model of [14]. Other work on fault-tolerance such as [15-42] provides approaches to mitigate host failures and malicious activity. Denial of service or random alterations of the code are not preventable because the agent server has ultimate power over an agent by having access to executable code and updatable state—though such activity can be detectable. When multi-hop agents with dependent (aggregated) data are used, the ability to mask or guard the function itself is needed to protect the computation agent against smart alterations of the code. We are currently researching other means to accomplish this aspect of agent protection [16] and plan to incorporate future results in consideration of multi-hop migrations. We also do not address the ability to keep keys used by both the computation and collection agent private, though it is an important issue with planned future research along the lines of work such as [17-18].

Several types of faults can occur in agent environments. Here, we first describe a general fault model, and focus on those types, which are for one important in agent environments due to high occurrence probability, and for one have been addressed in related work only insufficiently.

- Node failures: The complete failure of a compute node implies the failure of all agent places and agents located on it. Node failures can be temporary or permanent.
- Failures of components of the agent system: Failures of agent places, or components of agent places become faulty, e.g., faulty communication units or incomplete agent directory. These faults can result in agent failures, or in reduced or wrong functionality of agents.
- Failures of mobile agents: Mobile agents can become faulty due to faulty computation, or other faults (e.g., node or network failures).
- Network failures: Failures of the entire communication network or of single links can lead to isolation of single nodes, or to network partitions.
- Falsification or loss of messages: These are usually caused by failures in the network or in the communication units of the agent systems, or the underlying operating systems. Also, faulty transmission of agents during migration belongs to this type.

Especially in the intended scenario of parallel applications, node failures and their consequences are important. Such consequences are loss of agents, and loss of node specific resources. In general, each agent has to fulfill a specific task to contribute to the parallel application, and thus, agent failures must be treated. In contrast, in applications where a large number of agents are sent out to search and process information in a network, the loss of one or several mobile agents might be acceptable [19-20].

Places, or agents can fail and recover later. A component that has failed but not yet recovered is called down; otherwise, it is up. If it is eventually permanently up, it is called good [21]. In this paper, we focus on crash failures (i.e., processes prematurely halt). Benign and malicious failures (i.e., Byzantine failures) are not discussed. A failing place causes the failure of all agent running on it. Similarly, a failing node causes all places and agents on this node to fail as well. We do not consider deterministic, repetitive programming errors (i.e., programming errors that occur on all agent replicas or places) in the code or the place as relevant failures in this Context. Finally a link failure causes the loss of the messages or agents currently in transmission on this link and may lead to network partitioning. We assume that link failures (and network partitions) are not permanent. The failure of a component (i.e., agent, place, node, or communication link) can lead to blocking in the mobile agent execution. Assume, for instance that place \( P_2 \) fails while executing \( a_2 \) (Fig. 1). While \( P_2 \) is down, the execution of the mobile agent cannot proceed, i.e., it is blocked. Blocking occurs if a single failure prevents the execution from proceeding. In contrast, and execution is non-blocking if it can proceed despite a single failure, the blocked mobile agent execution can only continue when the failed component recovers.

![Fig. 1. The redundant places mask the place failure](image)

(Shaded rectangles represent transactional message queues, whereas the dotted line indicates the borders of a node transaction), [2]

This requires that recovery mechanism be in place, which allows the failed component to be recovered. If no recovery mechanism exists, then the agent’s state and, potentially, even its code may be lost. In the following, we assume that such a recovery mechanism exists (e.g., based on logging [22-23]). Replication prevents blocking. Instead of sending the agent to one place at the next node, agent replicas are sent to a set \( node_i \) of places \( P_i^0, P_i^1, ... \)
(Fig. 1). We denote by \( a_i \) the agent replica of \( a_i \) executing on place \( \mathcal{P}_i \), but will omit the superscripted index if the meaning is clear from the context. Although a place may crash (i.e., \( \text{node}_i \) in Fig. 1), the agent execution does not block. Indeed, \( \mathcal{P}_2 \) can take over the execution of \( \mathcal{P}_1 \) and thus prevent blocking. Note that the execution at \( \text{node}_e \) and \( \text{node}_a \) is not replicated as the agent is under the control of the user. Moreover, the agent is only configured at the agent source and presents the results to the agent owner at the agent destination. Hence, replication is not needed at these nodes.

Despite agent replication, network partitions can still prevent the progress of the agent. Indeed, if the network is partitioned such that all places currently executing the agent at \( \text{node}_i \) are in one partition and the places of \( \text{node}_{i+1} \) are in another partition, the agent cannot proceed with its execution. Generally (especially in the Internet), multiple routing paths are possible for a message to arrive at its destination. Therefore, a link failure may not always lead to network partitioning. In the following, we assume that a single link failure merely partitions one place from the rest of the network. Clearly, this is a simplification, but it allows us to define blocking concisely. Indeed, in the approach presented in this article, progress in the agent execution is possible in a network partition that contains a majority of places. If no such partition exists, the execution is temporally interrupted until a majority partition is established again. Moreover, catastrophic failures may still cause the loss of the entire agent. A failure of all places in \( \text{node}_1 \) (Fig. 1), for instance, is such a catastrophic failure (assuming no recovery mechanism is in place). As no copy of \( a1 \) is available any more, the agent \( a1 \) is lost and, obviously, the agent execution can no longer proceed. In other words, replication does not solve all problems. The definition of non-blocking merely addresses single failures per node as they cover most of the failures that occur in a realistic environment. In the next section, we classify the places in \( \text{node}_i \) into iso-places and hetero-places according to their properties [16-17].

An agent “\( a \)” can commit if all or some of the surrogates commit depending on the commitment condition \( \text{Com} (a) \). Each agent is also realized by using the XA interface [18-20] which supports the two-phase commitment protocol. Each surrogate issues a prepare request to a server on receipt of a prepare message from the agent. If prepare is successfully performed, the surrogate sends a prepared message to the agent. Here, the surrogate is referred to as commitable. Otherwise, the surrogate aborts after sending aborted to the agent. The agent receives responses from the agents after sending prepare to the surrogates. On receipt of the responses from surrogates, the agent makes a decision on commit or abort based on the commitment condition. In the atomic condition, the agent sends commit only if prepared is received from every surrogate. The agent sends abort to all commitable servers if aborted is received from at least one surrogate. On receipt of abort, a commitable surrogate aborts. In the at-least-one commitment condition, the agent sends commit to all commitable servers only if prepared is received from at least one object server. Surrogate \( a_i \) asks the other surrogate if they had committed. Suppose the surrogate \( a_i \) is faulty before receiving prepared. Here, \( a_i \) is abortable. If the surrogate \( a_i \) is recovered, \( a_i \) unilaterally aborts (Fig.2).

\[
\begin{align*}
\text{a} & \rightarrow \text{prepare} \\
\text{a}_i & \rightarrow \text{prepare} \\
\text{a}_j & \rightarrow \text{prepare} \\
\text{commit} & \\
\text{aborted} & \\
\text{prepare} & \\
\text{aborted} & \\
\end{align*}
\]

Fig. 2. Conditional commitment [4].

Now, let us consider a mobile agent travelling through \( n \) places on the network. Each place, and the agent itself, is modeled as an abstract node as in [17]. We consider only the standard attack phase described in [18] by malicious places. On arrival at a malicious place, the mobile agent is subject to an attack effort from the place. Because the place is modeled as a node, it is reasonable to estimate the attack effort by the number of instructions for the attack to carry out, which would be linearly increasing with time. On arrival at a non-malicious place, the effort would be constant zero. Let the agent arrive at place \( i \) at time \( T_i \), for \( i=1,2,...n \). Then the effort of place \( i \) at total time \( t \) would be described by the time-to-effort function [1, 2]:

\[
E_i (t) = k_i (t-T_i),
\]

where \( k_i \) is a constant.

We may call the constant \( k_i \), the coefficient of malice. The larger the \( k_i \), the more malicious place \( i \) is \( (k_i = 0 \) if place \( i \) is non-malicious). Furthermore, let the agent stay on place \( i \) for an amount of time \( t_i \), then there would be breach to the agent if and only if the following breach condition holds:

\[
E_i (t_i+T_i) > \text{effort to next breach by place } i \tag{2}
\]

i.e.,

\[
k_i t_i > \text{effort to next breach by place } i
\]

As seen from [19-20], it is reasonable to assume exponential distribution of the effort to next breach, so we have the probability of breach at place \( i \):

\[
P (\text{breach at place } i) = P (\text{breach at time } t_i+T_i) \tag{3}
\]
$$= P(\text{breach at effort } k_t)$$
$$= 1 - \exp(-v k_t)$$
$$= 1 - \exp(-\lambda d)$$

$$\lambda = v k_i$$

We may call \( v \) the coefficient of vulnerability of the agent. The higher the \( v \), the higher is the probability of breach to the agent. Therefore, the agent security \( E \) would be the probability of no breach at all places, i.e.

$$E = e^{-\sum \lambda t_i}$$

(4)

Suppose that we can estimate the coefficients of malice \( k_i \)'s for places based on trust records of places, and also estimate the coefficient of vulnerability \( v \) of the agent based on testing and experiments, then we can calculate the desired time limits \( T_i \)'s to achieve a certain level of security \( E \). Conversely, if users specify some task must be carried out on a particular place for a fixed period of time, we can calculate the agent security \( E \) for the users based on the coefficients of malice and vulnerability estimates.

4. The Fault Tolerant Execution Model and Evaluation

For a large network with a large number of node and place, suppose that agents can be generated from every place on networks, provide mobile agents an execution environment. Initially, there are a pile of tasks generated in the network. Then a pile of agents, whose number is equal to that of the tasks, is generated. Each task is carried by an agent. Those agents wander among places in the network to search for their destinations. At each place, agents have local information about the error rate of each adjoin link, but they do not have global knowledge on the state of the network. The sequence of places visited by the agent compose the agent’s itinerary. Agents’ itineraries can be either static or dynamic. A static itinerary is entirely defined at the source and does not change during the agent traveling; whereas a dynamic itinerary is subject to modifications by the agent during its execution [21].

Since mobile agents are capable of sensing the execution environment and reacting autonomously to changes [22], a dynamic itinerary on the fly. Let \( P_i \) denote the \( i \)-th place in the itinerary and \( P(i) \) denote the set consisted by the neighbor places of \( P_i \). The number of neighbor places in set \( P(i) \) is denoted by \( l_i \), i.e., the connectivity degree of place \( P_i \). Once an agent reaches a place it executes locally. After completed its execution, the agent selects a place from \( P(i) \) to move to. Suppose that there is an error rate for each candidate direction, mobile agents will prefer a route with a low error rate to shun faults. The selected place in \( P(i) \) is denoted by \( P(i+1) \). In case that a failure takes place on \( P(i+1) \), the agent is blocked and has to return to the previous place \( P_i \). Then, it will reselect another neighbor place from \( P(i) \) and move to. The \( j \)-th selected place in \( P(i) \) is denoted by \( P(j+1) \). An agent is supposed will not jump to the same neighbor place twice since in a general way a failure place will not recover in a very short time. This process will continue until the agent successfully enters a place and completes its execution there. The final visited place in \( P(i) \) is denoted by \( P(i+1) \).

Communication between consecutive nodes \( P_i \) and \( P(i+1) \) is based on transactional message queues, shown as shaded rectangles in Fig. 1. At each node, a place retrieves the agent from its input queue, executes the agent, and places the resulting agent in the input queues of the next node's places as one transaction. A place \( P_i \) can only commit the distributed transaction when it is elected by the places in \( node_i \), when it receives a majority of votes. Rothermel uses a 2-phase commit protocol [23] to commit the transactions, the election protocol thereby acting as a resource manager to the transaction manager. Modeling reliable mobile agent execution based on two different, interfering problems leads to a more complex solution than ours. In addition, understanding the weaknesses of such a solution is difficult and tedious. Our solution, however, is specified in terms of a single problem, the consensus problem, an intensively studied problem with well-understood solutions.

In Rothermel's model, the execution of the agent as well as the forwarding of the agent from node \( P_i \) to \( P(i+1) \) run as a transaction. Our model, in contrast, clearly decouples the mechanisms that provide fault tolerance from the execution properties of the agent operations. In particular, the agent operations do not need to run as a transaction. If they do, they have their own transaction manager.

In an asynchronous distributed system, there are no bounds on transmission delays of messages or no relative process speeds. Therefore, when a mobile agent is blocked by reason of a failure in an asynchronous distributed system, the agent owner cannot correctly determine whether the agent has failed or is merely slow [24-28]. Therefore, the reliability of agents’ execution is paramount for measuring the network performance. We treat this problem as a probability problem using the behavior of mobile.

Agents to build a probability estimation on the number of places an agent can visit. Let \( S_i \) denote the number of places selected by an agent in set \( P(i) \). The event indicates that the agent cannot enter the place \( P^j_i \) in set \( P(i) \), then the parameter \( p \) measures the incidence of failure in the network. The average number of selected places in set \( P(i) \), denoted by \( M(S_i) \), and satisfies.

$$M(S_i) = (1-(p(1-p)))^i/(1-p+p^i))$$

(5)

\( i=1,2,\ldots \) and \( j=1,2,\ldots \)

From Fig.3, it is easy to see that the average number of places an agent will selected in a neighbor place set is an increase function on both error rate \( p \) and the number of neighboring places \( d_i \). Furthermore, if the time cost for passing a link approximates to a constant \( k \), we have estimate the average time consumption for mobile agents entering a place in set \( P(i) \).
By the assumption that the time consumption for an agent passing a link is \( q \), the time consumption of the period that an agent moves to a down place and returns to the previous place equals to \( 2q \). Hence, Agents’ life expectancy satisfies.

\[
M(v) = \frac{(q(1-q^2))/((1-q)(1+p))/((1-p)(1-q^2))/(1-q))}{(1-q^2)}
\]  

(6)

Fig. 3. The Changes of M (M) over p and d

Fig. 4. shows the changes of agents’ average life expectancy. It is easy to see that the average life expectancy is an increase function on both the error rate and the network connectivity. In particular, it is a convex function on the parameter \( d \) and a concave function on the parameter \( p \).

5. Results

In this experiment, we change the number of nodes from 2 to 30 and use one mobile agent. The result is shown in Fig. 5(a). We observe that both the execution time and the energy consumption using either computing model grow as the number of nodes increases. But the execution time of the client/server model grows much faster than the mobile-agent-based model. This is because as the number of nodes increases, the server has to deal with more connections requested by the clients at the same time, which elongates the execution time. On the other hand, the mobile agent model is less influenced by the number of nodes because there are far fewer connections at one time for the mobile agent model. The figure also shows that the client/server model performs a little better than the mobile agent model from both the execution time and energy consumption perspectives. This happens when the mobile agent model needs more connections than the client/server model in order to send and receive mobile agents. It also happens when the overhead of the mobile agent surpasses the overhead of the client/server model.

In this experiment, we fix the node number at 100 but change the number of mobile agents from 1 to 50. Without loss of generality, we assume each agent migrates the same number of nodes. We expect a constant profile from the client/server model since it is irrelevant to the number of mobile agents. We can see from Fig. 5(b) that the execution time of the mobile agent model is always less than that of the client/server model because the node number is large. Interestingly, the execution time of the mobile agent model decreases as the number of mobile agents increases and reaches the lowest point when there are five mobile agents. Then, the execution time begins to climb. This is because more mobile agents
will reduce the number of nodes each agent migrates, thus reducing the execution time. But more mobile agents also cause more connections and more overheads. As the number of mobile agents increases, the energy consumption also increases in linear and the mobile agent model actually consumes more energy when m>15.

![Figure 5. (a) Effect of the mobile agent size (s). Execution time. (b) Effect of the overhead ratio and Execution time.](image)

Access time from time when the application program starts to time when the application program ends, is measured for Agents and client-server model. Fig. 6 shows the access time for number of object servers. The mobile agent’s shows that Aglets classes are not loaded when an agent A arrives at an object server. Here, the agent can be performed after mobile agents are loaded. On the other hand, the mobile agent’s with replication means that an agent manipulates objects in each object server where mobile agents are already loaded, i.e. the agent comes to the object server after other agents have visited on the object server. As shown in Fig.6, the client-server model is faster than the transactional agent. However, the transactional agent is faster than the client-server model if object servers are frequently manipulated, i.e. mobile agents with replication are a priori loaded.

![Figure 6. Client server vs. agent.](image)

6. Conclusion

To achieve reliable in the context of mobile codes, we first have specified reliable mobile agent execution in terms of two properties: non-blocking and once execution. Replication overcomes the blocking problem. This paper shows how the present approach to reliable mobile agent execution can be used to achieve non-blocking mobile agent execution. The use of mobile agent, however, is critical and requires reliability in regard to mobile agent failures that may lead to bad response time and hence the availability of the system may lost. In this paper, a fault tolerance technology is proposed in order that the system autonomously detect and recover the fault of the mobile agent due to a failure in a transmission link. The key idea is the use of stochastic regularities of mobile agent's behavior-all the mobile agents in the network as a whole can be stochastically characterized though a single mobile agent may act randomly. In this paper, we proposed a reliable execution model of mobile agents and analyzed the life expectancy, including the average time consuming of mobile agents between two places, the average number of places agents will visit, and the agents’ life expectancy.
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Abstract

Sparse coding is an unsupervised method which learns a set of over-complete bases to represent data such as image, video and etc. In the cases where we have some similar images from the different classes, using the sparse coding method the images may be classified into the same class and devalue classification performance. In this paper, we propose an Affine Graph Regularized Sparse Coding approach for resolving this problem. We apply the sparse coding and graph regularized sparse coding approaches by adding the affinity constraint to the objective function to improve the recognition rate. Several experiments have been done on well-known face datasets such as ORL and YALE. The first experiment has been done on ORL dataset for face recognition and the second one has been done on YALE dataset for face expression detection. Both experiments have been compared with the basic approaches for evaluating the proposed method. The simulation results show that the proposed method can significantly outperform previous methods in face classification. In addition, the proposed method is applied to KTH action dataset and the results show that the proposed sparse coding approach could be applied for action recognition applications too.

Keywords: Sparse Coding; Manifold Learning; Graph Regularization; Affinity; Image Representation; Image Classification.

1. Introduction

Image classification is a significant task in image processing and computer vision studies. Sparse coding method can represent images using a few active coefficients [1]. Accordingly, interpreting and applying the sparse representations are easy and simplify efficient content-based image indexing and retrieval [2]. The authors in [5] have been proposed an improved CRC-RLS method for solving the poor robustness of Collaborative Representation based Classification with Regularized Least Square algorithm.

The range of sparse coding methods have been widened every day in many fields such as pattern recognition, machine learning and signal processing [3], face recognition [4,5], image classification [7,8] and action recognition [10] in recent years. Most important targets of sparse coding is the maximum signal fidelity preservation and also improving the quality of the sparse representation. To achieve these targets, many works have been done to modify the sparsity constraint. In [7] the authors to improve the sparse coding method, have added a nonnegative constraint to the objective function of basis sparse coding method. The authors in [8] have proposed a face recognition method based on the discriminative locality preserving vectors. This method is based on the discriminant analysis on the locality preserving vectors. A robust sparse coding to improve the signal fidelity has been proposed in [9]; however, in the case of the similar images, they may be transformed into identical visual words of the codebook and encoded with the same representations. The dictionary learned from the images cannot effectively encode manifold structure of the images face in this case, and the similar images from different classes may be classified in the same class accordingly. This similarity will highly challenge the robustness of existing sparse coding algorithms for image classification problems such as face images. Similar face images are lying on a manifold structure and the face images from different classes are lying on different manifold structures [10]. It has been shown that if the geometrical structure is used and the local invariance is considered, the learning performance can be significantly improved. Recently, many literatures have focused on manifold learning problems, which represent the samples from the different manifold structures. To preserve the geometrical information of the data, the authors in [11] proposed to extract a good feature representation through which the manifold structure of data is spotted.

Regarding the recent progress in sparse coding and manifold learning, we propose a novel Affine regularized sparse coding algorithm to construct robust sparse representations for classifying similar face images.

* Corresponding Author
accurately. Specifically, the objective function of sparse coding has incorporated this criterion to make the new representations of the similar face images far from each other. Moreover, to improve the objective function with more discriminating power in data representation, we also incorporate the graph Laplacian term of coefficients [8] in our objective function. For more consideration, the proposed method is applied on a well-known human action recognition dataset. The experimental results verify the effectiveness of our sparse coding approach.

This paper is continued as follows: In Section 2, some related works are introduced. The sparse coding and graph regularized sparse coding is then described in Section 3. Section 4 contains the proposed method. The experiment setup and results on face and action datasets are indicated in Section 5 and consequently, some conclusions and future work are presented in Section 6.

2. Related Work

In this section, we discuss some prior papers in sparse coding and manifold learning area. In recent years, sparse coding has been widely used in many fields in computer vision. The authors in [3] proposed a feature sign search method. This method reduces the non-differentiable problem to an unconstrained quadratic programming (QP). This problem can be solved rapidly by the optimization process. Our work also uses their method to solve the proposed optimization problem. For adapting the dictionary to achieve sparse representation, the authors in [12] proposed a K-SVD method to learn the dictionary using orthogonal matching pursuit or basis pursuit. Adding nonnegative term to the sparse constraint is a method to improve the quality of sparse representations [7]. The other methods such as graph regularization [5,8] and using weighted ℓ2-norm constraint are also introduced for improving the sparse representation. In the machine learning literature, manifold learning has also attracted extensive research interest. The authors in [8] proposed a graph based algorithm, called Graph regularized Sparse Coding (GraphSC), to give sparse representations that well consider the local manifold structure of the data. By using graph laplacian as a smooth operator, the obtained sparse representations vary smoothly along the geodesics of the data manifold. Our work in addition to the affinity constraint, incorporates the graph laplacian term of coefficients [8] in the objective function, and can discover more discriminating representations for image classification.

3. Preliminaries

This section introduces sparse coding and affine graph regularized sparse coding.

3.1 Sparse Coding

Assuming a data matrix $Y = [y_1, ..., y_n] \in R^{m \times n}$, where $n$ is the number of samples in the $m$-dimensional feature space. Let $\Phi = [\varphi_1, ..., \varphi_k] \in R^{m \times k}$ be the dictionary matrix where each column $\varphi_i$ represents a basis vector in the dictionary, and $X = [x_1, ..., x_n] \in R^{k \times n}$ be the coding matrix where each column $x_i$ is a sparse representation for a data point $y_i$. Assuming the reconstruction error for a data point follows a zero-mean Gaussian distribution with isotropic covariance, while taking a Laplace prior for the coding coefficients and a uniform prior for the basis vectors, then the maximum posterior estimate of $\Phi$ and $X$ given $Y$ is reduced to:

$$\min_{\Phi, X} \|Y - \Phi X\|_F^2 + \alpha \sum_{i=1}^n \|x_i\| \quad \text{s.t.} \quad \forall i = 1, 2, ..., k$$

(1)

In the above equation $\alpha$ is a parameter for regularizing the level of sparsity of the obtained codes and the approximation of initial data. The objective function in (1) is not convex in $\Phi$ and $X$, therefore solving the above equation is not easy in this case. But it is convex in either $\Phi$ or $X$. Therefore, solving this problem is done by alternatively optimizing $\Phi$ while fixing $X$ and vice versa. As a result, the above mentioned problem can be split into two reduced least squares problems: an ℓ1-regularized and an ℓ2-constrained, both of which can be solved efficiently by existing optimization software [3,4].

3.2 Graph Regularized Sparse Coding

The authors in [8] have proposed a method called Graph Regularized Sparse Coding (GraphSC) method, which considers the manifold assumption to make the basis vectors with respect to the intrinsic geometric structure underlying the input data. This method assumes that if two data points $y_i$ and $y_j$ are close in the intrinsic geometry of data distribution, then their codes $\varphi_i$ and $\varphi_j$ are also close. Consider a set of $n$-dimensional data points $\{y_1, ..., y_n\}$. GraphSC constructs a $p$-nearest neighbor graph $G$ with $n$ vertices each representing a data point. Let $W$ be the weight matrix of $G$, if $y_i$ is among the $p$-nearest neighbor of $y_j$, $W_{ij} = 1$; otherwise, $W_{ij} = 0$. $d_i = \sum_{j=1}^n W_{ij}$, $D = \text{diag}(d_1, ..., d_n)$ and graph Laplacian $L = D - W$. A reasonable criterion for preserving the geometric structure in graph $G$ is to minimize:

$$\frac{1}{2} \sum_{i=1}^n \|x_i - x_i\|^2 W_{ii} = \text{Tr}(XLX^T)$$

(2)

By replacing the result into (1) the GraphSC [7] is obtained:

$$\min_{\Phi, X} \|Y - \Phi X\|_F^2 + \gamma \text{Tr}(XLX^T) + \alpha \sum_{i=1}^n \|x_i\| \quad \text{s.t.} \quad \forall i = 1, 2, ..., k$$

(3)

In (3) $\gamma$ is a parameter for regularizing the weight between sparsity of the obtained codes and preserving the geometrical structure.
4. The Proposed Method: Affine Graph Regularized Sparse Coding

In this section, we present the Affine graph regularized sparse coding algorithm for robust image representation, which extends GraphSC by taking into account the affinity constraints on the samples.

4.1 Problem Definition

In linear sparse coding, a collection of $k$ atoms $\varphi_1, \varphi_2, \ldots, \varphi_k$ is given that forms the columns of the overcomplete dictionary matrix $\Phi$. With a $l_0$-minimization problem, the sparse codes of a feature vector $y \in \mathbb{R}^m$ can be determined:

$$\min_{w \in \mathbb{R}^m} \|w\|_0 \quad \text{s.t.} \quad x = G_{\Phi}(w) \tag{4}$$

Where the function $G_{\Phi}$ is defined as $G_{\Phi}(w) = \Phi w$. In the proposed method the main technical difficulty is the proper interpretation of the function $G_{\Phi}(w)$ in the manifold setting, where the atoms $\varphi_1, \varphi_2, \ldots, \varphi_k$ are now points in $M$ and $\Phi$ now denotes the set of atoms, and because of the nonlinearity property in this case, it is no longer possible to create a matrix with atoms. Moving to the more general manifold setting, we have forsaken the vector space structure in $\mathbb{R}^m$. In the linear sparse coding, each point is considered as a vector whose definition requires a reference point. However, in the affine graph regularized sparse coding approach, each point cannot be considered as a vector and therefore, must be considered as a point. This particular viewpoint is the main source of differences between linear and the proposed sparse coding.

In this paper, a new method is proposed to modify the usual notion of sparsity by adding an affine constraint to reduce the feature vectors dimension on a manifold. A vector $y$ is defined as an affine sparse vector if it can be written as follows [13]:

$$y = w_1 \varphi_1 + w_2 \varphi_2 + \cdots + w_n \varphi_n; \quad w_1 + w_2 + \cdots + w_n = 1 \tag{5}$$

According to the definition, if the vector is constructed with combination of the affine samples, can be mapped on the space with the lower dimension. As we know, nevertheless the vectors are in the space with high dimension manifold, but they are locally on the low dimension manifold. Representing a vector in places where the manifolds are interferences is very challenging. In these cases, for representing the vectors, if the samples selection are done based on only the nearest neighbors and the sparsity term, maybe some selected samples are from the irrelevant manifold, however if the selected samples have the affinity constraint in addition, because one can consider the samples on the manifold with locally low dimension, only the samples on the relevant manifold could be selected.

For better perception of the proposed method, see Figure 1.

Two overlapped manifolds are shown in this Figure. Figure 1.a indicates a representation of the samples $a, b$ and $c$ regarding only the sparsity term and Figure 1.b indicates the representation of the same points regarding the manifold constraints in addition to the sparsity constraint. The samples $a$ and $b$ in the both Figures 1.a and 1.b are represented by the atoms from the corresponding manifolds correctly. These two samples hasn’t any conflict with the other manifold.

The sample $c$ is under different conditions. As indicated before, this sample is located on the green manifold. If you represent this sample with its adjacent atoms and only consider the sparsity term, we should consider the other manifold samples for representation same as Figure 1.a. However, if we consider $\text{tr}(XLX^T)$ and Affinity terms for its representation in addition, we will reach a better conclusion. As previously pointed out, the term $\text{tr}(XLX^T)$ emphasizes on the problem that if the samples of a manifold are closed to each other, their codes will be closed to each other as well.

![Fig. 1. The effectiveness of affinity constraint in representation of samples from the overlapped manifolds](image-url)
Also, the Affinity constraint emphasizes on the problem that a collection of the closest neighbors of the concerned sample to represent every sample and then chooses a collection of weights for every sample in a way that every point is represented by the linear combination of its neighbors. The former samples are located on a manifold with high dimensions and the objective of the Affinity term is to reduce its dimensions. It is to be considered that despite the fact that the samples are on manifolds with many dimensions but they are locally located on manifolds with low dimensions. The characteristic of this new term causes the sample \( c \) to be represented with utilization of the concerned manifold data (Figure 1.b).

According to the above mentioned descriptions, we can add an affinity term to (1):

\[
\min_{\Phi, X} \| Y - \Phi X \|_F^2 + \gamma \sum_{i=1}^{n} |x_i| \quad \text{s.t.} \quad \sum_{i=1}^{n} x_i = 1
\]

The constraint term \( \sum_{i=1}^{n} x_i = 1 \) is added to the main criterion as a lagrangian coefficient leading to:

\[
\min_{\Phi, X} \| Y - \Phi X \|_F^2 + \gamma \sum_{i=1}^{n} |x_i| + \alpha \sum_{i=1}^{n} |x_i| \quad \text{where} \quad \beta = \gamma - \alpha \sum_{i=1}^{n} |x_i| > 0
\]

where \( \beta \) is a parameter for tuning the affinity constraint. For tuning \( \alpha, \beta \) and \( \gamma \) parameters some experiments have been done that can be seen in the next section. In Figure 2, one can see the steps of the proposed method. After pre-processing the input data the samples are clustered using k-means algorithm to make the initial dictionary. Then the KSVD is applied for optimizing the dictionary. Finally the proposed sparse coding method is applied to extract the optimal coefficients and then classifying the test data based on the minimum error.

### 4.2 Solution of the proposed method

We apply the feature-sign search algorithm [3] to solve the optimization problem (7). For solving non-differentiable problems in non-smooth optimization methods, a necessary condition for a parameter vector to be a local minimum is that the zero-vector is an element of the sub-differential set containing all sub-gradients in the parameter vector [14].

Following [6,14], the optimization of the proposed sparse coding has been divided into two steps: 1) \( \ell_1 \)-regularized least squares problem; the affine graph regularized sparse codes \( X \) are learned with dictionary \( \Phi \) fixed and 2) \( \ell_2 \)-constrained least squares problem; the dictionary \( \Phi \) has been learned with affine graph regularized sparse codes \( X \) fixed. The above two steps are repeated respectively until a stop criterion is indulged.

The optimization problem in the first step can be solved by optimizing over each \( x_i \) individually.

Since (7) with \( H \)-regularization is non-differentiable when \( x_i \) contains values of 0, for solving this problem, the standard unconstrained optimization methods cannot be applied.

![Fig. 2. The diagram of Proposed method](image-url)
Following the feature-sign search algorithm proposed in [18], the (11) can be solved as follows. In order to solve the non-differentiable problem, we adopt a subgradient strategy, which uses sub-gradients of $G(x_i)$ at non-differentiable points. Primarily we define:

$$p(x_i) = \|y_i - \Phi x_i\|^2 + \gamma L u x_i^T x_j + x_i^T H_i + \beta (1 - \sum_{i=1}^{n} x_i)^2 \tag{12}$$

Then,

$$G(x_i) = p(x_i) + \alpha \sum_{j=1}^{k} |x_i^{(j)}| \tag{13}$$

Recall that a necessary condition for a parameter vector to be a local minimum in nonsmooth optimizations is that the zero-vector is an element of the subdifferential, the set containing all subgradients at this parameter vector [14]. We define $G_i^{(j)}|x_i|$ as the subdifferentiable value of the $j$th coefficient of $x_i$. If $|x_i^{(j)}| > 0$ then the absolute value function $|x_i^{(j)}|$ is differentiable, therefore $G_i^{(j)}|x_i|$ is given by $g(x_i^{(j)})$. If $x_i^{(j)} = 0$ then the subdifferentiable value $G_i^{(j)}|x_i|$ is set [-1,1]. So, the optimality conditions for achieving the optimal value of $G(x_i)$ is:

$$\begin{align*}
   \{ G_i^{(j)}|p(x_i) + \text{asign}(x_i^{(j)}) \text{ if } |x_i^{(j)}| > 0 \\
   G_i^{(j)}|p(x_i) \text{ if } x_i^{(j)} = 0 \tag{14}
\end{align*}$$

Then, we consider how to select the optimal subgradient $G_i^{(j)}$ when the optimality conditions are violated, i.e., in the case that $G_i^{(j)}|p(x_i)| > \alpha$ if $x_i^{(j)} = 0$. When $x_i^{(j)} = 0$ we consider the first term in the previous expression $G_i^{(j)}|p(x_i)$. Suppose that $G_i^{(j)}|p(x_i) > \alpha$, this means that $G_i^{(j)}G(x_i) > 0$ regardless the sign of $x_i^{(j)}$. In this case, in order to decrease $G(x_i)$, we will want to decrease $x_i^{(j)}$. Since $x_i^{(j)}$ starts at zero, the very first infinitesimal adjustment to $x_i^{(j)}$ will make it negative. Therefore, we can set $\text{sign}(x_i^{(j)}) = -1$. Similarly if $G_i^{(j)}|p(x_i) < -\alpha$ then we let $\text{sign}(x_i^{(j)}) = 1$. To update $x_i$ suppose that we have known the signs of the $x_i^{(j)}$s at the optimal value, then we can remove the 1-norm on $x_i^{(j)}$ by replacing each term $|x_i^{(j)}|$ with either $x_i^{(j)}$ (if $x_i^{(j)} > 0$) or $-x_i^{(j)}$ (if $x_i^{(j)} < 0$) or 0 (if $x_i^{(j)} = 0$). Thus, (13) is converted to a standard unconstrained quadratic optimization problem (QP). In this case, the problem can be solved by a linear system. The algorithmic procedure of learning affine graph regularized sparse codes is described in the following:

- for each $x_i$, search for signs of $\text{sign}(x_i^{(j)}) = 1,...,k$
- solve the reduced QP problem to get the optimal $x_i$ which minimizes the objective function

- return the optimal coefficients matrix $X^* = [x_1^*, x_2^*, ..., x_n^*]$

In the algorithm, we maintain an active set $A = \{ j | x_i^{(j)} = 0, G_i^{(j)}|p(x_i)| > \alpha \}$ for potentially nonzero coefficients and their corresponding signs $\theta = [\theta_1, ..., \theta_k]$ while updating each $x_i$. Then, it systematically searches for the optimal active set and coefficient signs that minimize the objective function (9). In each activating step, the algorithm uses the zero-value whose violation of the optimality condition $G_i^{(j)}|p(x_i)| > \alpha$ is the largest.

The detailed algorithmic procedure of learning affine graph regularized sparse codes is stated in Algorithm 1.

Algorithm 1: Learning Affine Graph Regularized Sparse codes

<table>
<thead>
<tr>
<th>Input:</th>
<th>Data set of $n$ data points $Y = [y_1, ..., y_n]$, the dictionary $\Phi$, the graph laplacian matrix $L$, the parameters $\alpha, \beta, \gamma$.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-</td>
<td>For all i such that $1 \leq i \leq n$ do</td>
</tr>
<tr>
<td>2-</td>
<td><strong>Initializing:</strong> $x_i = 0, \theta = 0$, and active set $A = \emptyset$, where $\theta.e(-1,0,1).denotes.sign(x_i^{(j)})$.</td>
</tr>
<tr>
<td>3-</td>
<td><strong>Activating:</strong> from zero coefficient of $x_i$, select $j = \text{argmax}_{j} G_i^{(j)}</td>
</tr>
</tbody>
</table>
|      | if $G_i^{(j)}|p(x_i) > \alpha$, then set $\theta_j = -1, A = \{j\} \cup A$
|      | if $G_i^{(j)}|p(x_i) < -\alpha$, then set $\theta_j = 1, A = \{j\} \cup A$
| 4-   | **Feature sign:** let us separate $\Phi$ as some submatrix that contains only columns corresponding to the active set as $\tilde{\Phi}$. Let $\tilde{x}_i$ and $\tilde{p}_i$ be subvectors of $x_i$ and $p$. |
|      | The resulting unconstrained QP is as follows:
|      | $\min \mu(\tilde{x}_i) = \|y_i - \tilde{\Phi} \tilde{x}_i\|^2 + \gamma L u \tilde{x}_i^T \tilde{x}_i + \tilde{x}_i^T \tilde{H}_i$
|      | $+ \beta (1 - \sum_{i=1}^{n} \tilde{x}_i) + 2 \alpha \tilde{\Phi}^T \tilde{x}_i$
|      | Let $(\partial \mu(\tilde{x}_i)/\partial \tilde{x}_i) = 0$, the optimal value of $x_i$ under the current active set is obtained as follows:
|      | $-2\tilde{\Phi}^T(y_i - \tilde{\Phi} \tilde{x}_i) + 2\gamma L u \tilde{x}_i + 2\gamma \sum_{i=1}^{n} L u \tilde{x}_i$
|      | $+ 2\beta (1 - \sum_{i=1}^{n} \tilde{x}_i) + \alpha \tilde{\Phi} = 0$
|      | $\tilde{x}_i^{\text{new}} = (\tilde{\Phi}^T + \gamma L u + \beta I)^{-1}(\tilde{\Phi}^T \tilde{y}_i + \beta I - 1/2 (\alpha \tilde{\Phi} + \tilde{H}_i)$
|      | Where I is the identity matrix. |
|      | In the next step a discrete line search is performed on the line segment from $\tilde{x}_i$ to $\tilde{x}_i^{\text{new}}$ and checks the objective value at $\tilde{x}_i^{\text{new}}$ and all points where the sign of any coefficient changes. Then the point with lowest objective value is replaced with $\tilde{x}_i$. At last the zero coefficients of $\tilde{x}_i$ are removed from the active set and update $\theta = \text{sign}(x_i)$. |
| 5-   | **The optimality conditions:** |
|      | **Condition (1):** nonzero coefficients have the optimality condition as:
|      | $G_i^{(j)}|p(x_i) + \text{asign}(x_i^{(j)}) = 0, \forall x_i^{(j)} \neq 0$ |
If condition(1) is not established go back to step 4

Else

Check condition(2).

**Condition(2):** zero coefficients have the optimality condition as:

\[ \| y_i \|_p(x_i) \leq \alpha, \forall x_i \]

If condition (2) is not established go back to step 3

Else

Return \( x_i \) as the solution.

5. Experiments

In this section, for evaluating the proposed approach, some experiments for image classification have been performed.

5.1 Data Preparation

ORL, Yale face database are two well-known datasets widely used in computer vision and pattern recognition researches. The experiments have been done on these two datasets. In continuation we have introduced these two datasets.

- **ORL face dataset**

  The ORL (Olivetti Research Laboratory) dataset contains 400 images consisting of 10 different images from 40 distinct persons [19]. The images of each person, were taken under different conditions such as times, lighting, facial expressions such as open / closed eyes, smiling / not smiling and facial details such as glasses / no glasses. The background of the whole images was homogeneous and dark. The size of each image was 92x112 pixels (Figure 3).

- **Yale face dataset**

  The Yale Face Database [20] contains 165 images consisting of 11 images from 15 different persons under different conditions. The size of each image is 243x320. The conditions are consists different facial expression or configuration, center-light, with glasses, without glasses, left-light, right-light, normal, happy, sad, sleepy, surprised, and wink (Figure 4).

5.2 Experimental Setup

For evaluation of the proposed approach, the results of this method on two defined datasets are compared with two state-of-the-art basic approaches, Sparse Coding (SC) [2] and Graph Regularized SC (GraphSC) [6] for image classification.

Each of the three methods can learn sparse representations for input data points. In particular, SC is a special case of the proposed method with \( \gamma = 0 \) and GraphSC is a special case with \( \beta = 0 \).

Following [6,21] the SC, GraphSC, and proposed methods are performed on data as an unsupervised dimensionality reduction procedure. For reducing a dimension of data, before applying the above algorithm, PCA is applied by keeping 98% information in the largest Eigen vectors.

Under our experimental setup, we have tuned the optimal parameters for the target classifier using leave one subject out cross validation method. Therefore, we evaluate the three baseline methods on datasets by empirically searching the parameter space for the optimal parameter settings, and report the best results of each method. For Sc and Graphsc the parameters have been set according to [11].

For the proposed method, we set the trade-off parameters \( \alpha, \beta, \gamma \) through searching. In Figure 5a the plots show the parameter value changes for ORL face dataset.

As can be seen from Figure 5, the parameters \( \alpha, \beta, \gamma \) are set to 30, 0.1 and 0.6 respectively.

At first the value for \( \gamma \) parameter is achieved, for the best recognition rate assuming \( \alpha, \beta = 1 \). As can be seen from Figure 6a the highest recognition rate is achieved for \( \gamma = 0.6 \). At the next step, the value for \( \alpha \) is achieved assuming \( \gamma = 0.6 \) and \( \beta = 1 \) for the best recognition rate.

As can be seen from Figure 6b the best value for this parameter can be a number between 28 and 45. We set \( \alpha = 30 \) and using the same experiments the best value for \( \beta \) is achieved 0.1.
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FIG. 5. The parameters setting using ORL dataset

It should be noted that, the affinity constraint can be more successful when the sparsity is large enough because have the coefficients not enough sparsity, the coefficients may be selected from the hyperplane with higher dimensions than data’s original dimension. In this case if the affinity constraint is added to the objective function, it may even worsen the performance with respect to the GraphSC method.

5.3 Experimental Results

For evaluating the proposed method, two experiments have been carried out. The first experiment is done on ORL face dataset for face recognition and the second one is done on Yale face dataset for face Expression recognition.

The classification accuracy of the proposed method and the two baseline methods on the two face image datasets ORL and Yale face dataset is illustrated in Figure 6 and Figure 7 respectively. As mentioned before the ORL dataset contain 40 classes of faces. Due to the lack of space in the Table only 10 classes are depicted. Among the whole dataset, classes 4 and 6, classes 8 and 10, classes 14 and 17, classes 5 and 18 are very similar to each other. Therefore, we use these classes in addition to classes 1 and 2 in the confusion matrix to show the superiority of the proposed method in classifying face datasets in Figure 6. Also in Figure 7 the results for Yale face dataset are shown. From the results we observe that the proposed method achieves much better performance than the two baseline methods.

The average classification accuracies of the proposed method on the two datasets are 91% and 63.46%, respectively for the only classes shown in the Figures. We have noticed that our proposed approach outperforms the first two baseline methods. Incorporating the graph Laplacian term of coefficients in addition to affinity constraint, leads to improve the sparse representations with more discriminating power to alleviate the classification problems.

The mean recognition rate for the selected classes are shown in Table 1. The performance improvements are 18%, 15.98% and 3.1%, 4.5% compared to baseline methods SC and GraphSC, respectively.

<table>
<thead>
<tr>
<th>Class</th>
<th>SC</th>
<th>GraphSC</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
<td>0.75</td>
<td>0.8</td>
<td>0.85</td>
</tr>
<tr>
<td>Class 2</td>
<td>0.6</td>
<td>0.65</td>
<td>0.7</td>
</tr>
<tr>
<td>Class 3</td>
<td>0.5</td>
<td>0.55</td>
<td>0.6</td>
</tr>
<tr>
<td>Class 4</td>
<td>0.4</td>
<td>0.45</td>
<td>0.5</td>
</tr>
<tr>
<td>Class 5</td>
<td>0.3</td>
<td>0.35</td>
<td>0.4</td>
</tr>
<tr>
<td>Class 6</td>
<td>0.2</td>
<td>0.25</td>
<td>0.3</td>
</tr>
<tr>
<td>Class 7</td>
<td>0.1</td>
<td>0.15</td>
<td>0.2</td>
</tr>
<tr>
<td>Class 8</td>
<td>0.0</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>Class 9</td>
<td>0.0</td>
<td>0.08</td>
<td>0.1</td>
</tr>
<tr>
<td>Class 10</td>
<td>0.0</td>
<td>0.06</td>
<td>0.08</td>
</tr>
</tbody>
</table>

FIG. 6. The image confusion matrix for ORL data between three methods SC, GraphSC and the proposed method

a) SC recognition rate for the selected dataset from ORL

b) GraphSC recognition rate for the selected dataset from ORL

c) The recognition rate for the selected dataset from ORL for the proposed method
a) SC recognition rate for Yale face dataset

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean Recognition rate for ORL data</th>
<th>Mean Recognition rate for Yale data</th>
</tr>
</thead>
<tbody>
<tr>
<td>SC</td>
<td>73%</td>
<td>47.48%</td>
</tr>
<tr>
<td>GraphSC</td>
<td>87.9%</td>
<td>58.96%</td>
</tr>
<tr>
<td>DLPV method</td>
<td>97.6%</td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>98.8%</td>
<td>63.46%</td>
</tr>
</tbody>
</table>

b) GraphSC recognition rate for Yale face dataset

c) Recognition rate for Yale face dataset for the proposed method

Fig. 7. The image confusion matrix for Yale face dataset between three methods Sc, GraphSc and the proposed method

Table 1. Mean Recognition rate for SC, GraphSC and the proposed method

If we add the ORL absent classes, the recognition rate is raised up to 98.8%. For better evaluating the proposed method, the recognition rate for all classes of ORL dataset is compared with a recent non-sparse based method in face recognition application at 2015 [8]. The authors in this paper have proposed a face recognition method based on the discriminative locality preserving vectors (DLPV). The best result in this paper for the ORL dataset is reported 97.6%. With comparing these two methods the superiority of the proposed algorithm becomes clear.

5.4 Experiment on action dataset

For more evaluation the proposed sparse coding method, this method is applied on KTH action dataset. The KTH dataset [22], contains six actions including walking, jogging, running, boxing, hand waving and hand clapping, performed several times by 25 subjects in four different scenarios. Overall, it contains 2391 sequences. Some samples of KTH dataset are shown in Figure 8.

Fig. 8. Some samples of KTH dataset

At first the dataset has been divided into two 50% portions as train and test data randomly for each class. Then the HOG3D descriptor is extracted from data. For reducing the dimension, PCA is applied with keeping 98% of information. Then the proposed sparse coding method is applied for feature extraction from the descriptor. We use SVM method for classifying the data.

The results show that the proposed method could classify the KTH data with about 94% precision. This result show that the proposed method can be applied in action recognition applications same as to the face recognition.

6. Conclusion and future work

In this paper, a novel approach for robust face recognition namely affine graph regularized sparse coding has been proposed. In the proposed method, the well-defined graph regularized sparse coding method has been improved by adding the affinity constraint. Using this term, until the sparsity is big enough the manifold structure of features is better preserved. The results indicate that the proposed method with comparison to some other approaches has the better performance for face recognition. In addition the results show that the proposed method could be applied for human action recognition datasets as well. In future works we would apply the proposed method for action recognition artificial and real world datasets for evaluating the proposed method.
References


Mohsen Nikpour received the B.Sc And M.Sc degrees in electrical engineering from Mazandaran University, Iran, in 2004 and 2008 respectively and Know he is a Ph.D Student in electrical engineering in Babol Noshirvani University, Islamic Republic of Iran. His current research interests include Image processing, video processing, video coding, image segmentation and image denoising.

Mohammad Reza Karami-Mollaei received the B.Sc in Electrical and Electronic Engineering in 1992, M.Sc of signal processing in 1994, and Ph.D in 1998 in Biomedical Engineering from I.N.P.L d’Nancy of France. He is now an associate professor with the Department of Electrical and Computer Engineering, Babol University of Technology. Since 1998 his research is in signal and speech processing. He published more than 100 articles in journals and conferences. His research interests include Speech, Image and signal processing.

Reza Ghaderi received B.Sc in 1989 from Ferdooosi University of Mashhad, IRAN, M.Sc in 1991 from Tarbiat Modarres University, IRAN and Ph.D in 2001 from Surrey University UK all in Electronic Engineering. Currently he is an associate prof. at Nuclear Eng. Dept. of Shahid Beheshti Univ., Tehran, Iran. His research interests are neural networks, pattern recognition, system modeling, signal processing, Fuzzy logic, artificial intelligent.
Towards Accelerating IP Lookups on Commodity PC Routers using Bloom Filter: Proposal of Bloom-Bird

Bahram Bahrambeigy*
Department of Datacenter, Pishgaman Tose Ertebatat (PTE) Inc., Tehran, Iran
b.bahrambeigy@pishgaman.net

Mahmood Ahmadi
Department of Computer Engineering, Razi University, Kermanshah, Iran
m.ahmadi@razi.ac.ir

Mahmood Fazlali
Department of Computer Science, Shahid Beheshti University (SBU), GC, Tehran, Iran
fazlali@sbu.ac.ir

Received: 21/May/2015   Revised: 16/Nov/2016   Accepted: 16/Dec/2016

Abstract
Nowadays, routers are the main backbone of computer networks specifically the Internet. Moreover, the need for high-performance and high-speed routers has become a fundamental issue due to significant growth of information exchange through the Internet and intranets. On the other hand, flexibility and configurability behind the open-source routers has extended their usage via the networks. Furthermore, after assigning the last remaining IPv4 address block in 2011, development and improvement of IPv6-enabled routers especially the open-sources has become one of the first priorities for network programmers and researchers. In IPv6 because of its 128-bits address space compared to 32-bits in IPv4, much more space and time are required to be stored and searched that might cause a speed bottleneck in lookup of routing tables. Therefore, in this paper, Bird as an example of existing open source router which supports both IPv4 and IPv6 addresses is selected and Bloom-Bird (our improved version of Bird) is proposed which uses an extra stage for its IP lookups using Bloom filter to accelerate IP lookup mechanism. Based on the best of our knowledge this is the first application of Bloom filter on Bird software router. Moreover, false positive errors are handled in an acceptable rate because Bloom-Bird scales its Bloom filter capacity. The Bloom-Bird using real-world IP prefixes and huge number of inserted prefixes into its internal FIB (Forwarding Information Base), shows up to 61% and 56% speedup for IPv4 and IPv6 lookups over standard Bird, respectively. Moreover, using manually generated prefix sets in the best case, up to 93% speedup is gained.

Keywords: Bird; Bloom Filter; Forwarding Information Base; IPv4; IPv6; Open Source Routers.

1. Introduction
The need for high-performance and high-speed routers has become a fundamental issue due to significant growth of information exchange through Internet and intranets. Due to adoption of Class-less Inter-domain Routing (CIDR) method, routers need to find best match between various prefix lengths that may differ from lengths 1 to 128 based on what version of IP and what prefix is used. This process of finding matching IPs is time consuming and a lot of hardware (e.g. TCAM and SRAM) and algorithmic approaches (e.g. binary searches) are proposed in the literature as will be discussed further in the related work section.

On the other hand, modern IP router solutions can be classified into three main categories, hardware routers, software routers, and programmable network processors (NPs) [1]. PC-based software routers have created reasonable networking platforms with easy development and programmability features. These features are the most important in comparison with hardware routers. Current software routers reported forwarding up to 40 Gbits/sec traffic on a single commodity personal computer [2]. On the other hand, existence of open-source software routers has brought the opportunity to study and change their codes to make the better routers based on researchers needs. Bird [3], Quagga [4], and Xorp [5] are examples of such open-source routers. Among them, the Bird is selected to implement a Bloom filter (BF) [6] on its internal FIB (Forwarding Information Base) in which all routing tables are based on this data-structure. Since searching in a FIB which stores a huge number of IP prefixes can cause speed bottleneck, we have accelerated it using an extra stage lookup on Bloom filter data-structure. Results show that BF as an extra stage on Bird IP lookups (i.e. Bloom-Bird) makes it up to 93% faster than its standard hashing mechanism for searching big FIBs in the best case. Also results indicate that there is even speedup when result of searching a particular prefix in the FIB is positive because of hash optimizations made in the Bloom-Bird.

The main concern in this paper is to show how a Bloom filter can help an open-source software router to speedup searches when number of inserted nodes and
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prefixes becomes huge. In order to have a fair comparison between two versions of Bird (i.e. standard Bird and Bloom-Bird), basic rules and structures of standard Bird is not changed. For example maximum length of Bird’s main hash is 16-bits, so it is the same for Bloom-Bird too. The Bloom-Bird includes a Bloom filter array (thus a space overhead) to speedup simple searches for a given IP and length and also Longest Prefix Matching (LPM) lookups. The array can scale its capacity; therefore, False Positive (FP) errors are handled in an acceptable rate.

The main contribution of the paper is proposal of Bloom-Bird router to enhance the performance of Bird open-source router that utilizes a Bloom filter for both IPv4 and IPv6 addresses in its architecture.

The rest of the paper is organized as follows. Section 2 presents related work of Bloom filter and its applications in network processing. Section 3, contains two subsections, which first, is a brief introduction to FIB data structure of Bird and how Bloom-Bird is implemented conceptually, and in the latter subsection the pseudo-codes of implemented approach is presented. Section 4 contains four subsections, which the first two sub-sections are dedicated to IPv4 prefix sets and the last two sub-sections are based on IPv6 prefix sets. Therefore, in Section 4, the first sub-section presents an introduction of the scenario in order to evaluate Bloom-Bird and standard Bird using IPv4 prefixes, and in the second subsection, results of Bloom-Bird evaluation are presented; third and fourth sub-sections are similar to previous sub-sections but they are based on IPv6 prefix sets. Finally, section 5 concludes the paper.

2. Related Work

Bloom filter (BF) is a randomized and probabilistic data-structure proposed by Burton Bloom in the 1970s [6]. BF normally consists of a bit-array representing existence of inserted elements. By checking \( k \) hash functions and getting negative answer, it can be determined that the element is not inserted certainly. However some FP (False Positive) may occur. Which means BF may express some elements exist by mistake so it needs to check main hash table to make sure about positive answers. Bit-array of BF can reside in an on-chip memory by a hardware implementation to do \( k \) hash functions checks in parallel. The main advantage of BF structure is Space and Time efficiency in which consumes much less space than ordinary data structures because of its potential collisions and requires much less and more predictable time to query a member.

A lot of variants of BFs are proposed such that more than 20 variants of BF are presented in the literature [7]. Each and every one of them is used for a special manner. For example, standard Bloom filter (SBF) is used in order to check if a specific element is present or not. An important draw-back of SBF is that insertions cannot be undone. Counting Bloom filter (CBF) [8] and later, Deletable BF (DIBF) [9] proposed in order to gain the removability in BF. In CBF each bit in the Bloom array is replaced by a counter. Each insertion, increments counters related to \( k \) hash functions. Obviously, each deletion decrements related counters. Another variant of BF which supports deletions as mentioned is DIBF. It splits BF array into multiple regions and tracks regions of BF array in which collisions occur. A small fraction of bit-array is used in order to determine related area is collision-free or not. If bits are located in a collision-free region, then the bit can be reset safely, otherwise it will not be safe to delete. Therefore, some bits may not reset if they are located in a collisionary region. CBF is selected for Bloom-Bird because of its simplicity and consistency over deletions instead of DIBF. DIBF would be a good option if BF is going to be implemented in an on-chip memory.

BFs are used in various applications including network processing as discussed in [10] that can be classified into four major categories: Resource routing, Packet routing, Measurement, and Collaborating in overlay and peer-to-peer networks. Moreover, “IP Route lookup” and “Packet Classification” are important applications of BF in the network processing (e.g. [11]). Longest Prefix matching (LPM) or Best Matching Prefix (BMP) that can be classified into IP route lookup category is also an interesting area of BF application. There are a lot of proposed algorithms in order to speedup BMP in the literature. In [12] authors have classified BMP algorithms into “Trie-based algorithms”, “Binary search on prefix values”, and “Binary search on prefix lengths”. “A Trie is a tree-based data-structure allowing organization of prefixes on a digital basis using the bits of prefixes to direct the branching” [12]. Trie-based schemes do a linear search on prefix length because they only compare one bit at a time. The worst case of memory accesses is \( W \) when prefix length is \( W \). However, binary search algorithms on prefix values are proportional to \( \log N \) which \( N \) is number of prefixes. Binary search on prefix lengths are proportional to \( \log W \). The first BF application for LPM proposed in [13] which parallel check on on-chip memory is performed to accelerate lookups before checking slower off-chip memory.

Although employing Bloom filters as an extra stage to accelerate IP lookups is well studied by Dharmapurikar et al. [13], Bloom-Bird is different because it is completely independent of specialized hardware implementation and it runs on commodity PC hardware. Therefore, number of hashes is kept as low as possible and the hash probes can be run sequentially and BF can reside in slow memory without loss of efficiency. Moreover, BF on Bloom-Bird helps to accelerate (prefix, length) pair searches in the FIB data structure by ignoring long chains of linked lists of the main hash table. In order to have a fair comparison, basic rules and chain orders of Bird are not modified and modifications are as low as possible.

Furthermore, because IPv6 uses more bits to represent IP addresses (128-bit) compared to IPv4 (32-bit), therefore, it is expected that number of IPv6 prefixes
becomes much bigger than current IPv4 prefixes in a near future. Therefore, trie-based schemes will become inefficient. Therefore, multi-bit tries [14] are proposed which compare more than one bit at a time at the cost of space overhead. However, whether Binary search or trie-based lookups is used, it is shown that Bloom filters can accelerate IPv6 lookups too [15], [16]. Nevertheless, the main advantages of our work over the two aforementioned approaches accelerating IPv6 lookups using Bloom filters is that they are based on a special hardware implementation but Bloom-Bird runs completely on commodity PC hardware. To assert again, we didn’t change the main hash of standard Bird into better lookup approaches like trie-based schemes or binary searches, in order to have a fair comparison between standard Bird and Bloom-Bird.

The following section explains Bird open source router fundamental data-structures, pseudo-codes of them and how are they are improved in Bloom-Bird.


“The Bird project aims to develop a fully functional dynamic IP routing daemon primarily targeted on (but not limited to) Linux, FreeBSD and other UNIX-like systems” [3]. It supports latest versions of routing protocols such as BGP, RIP and OSPF. It also supports both IPv4 and IPv6 addresses and a simple command line interface to configure the router. There is a fundamental data-structure called FIB (Forwarding Information Base) in the Bird which routing tables are based on it. This data-structure stores IP prefixes and length of them. Searching in a FIB, where huge number of prefixes is stored can become a speed bottleneck, which can be faster using a CBF (Counting Bloom Filter) as will be presented. Storing in FIB of Bird router is a two stage mechanism. In the first stage, an order-bit hash is calculated based on prefix value to find bucket index of main hash table (order can be varied from 10 to 16). In the next stage, there is a chain of nodes in linked list structure which may become long due to huge number of nodes. Therefore, a BF can help to reduce of traversing these long chains for missing nodes which results in accelerating the IP lookup mechanism. Nodes are allocated in each chain by Bird Slab Allocator. The implementation of the memory allocator is based on what Bonwick proposed [17] that makes linked list traversing reasonably fast.

To be more specific, there are three important functions related to FIBs in the Bird named fib_get(), fib_find(), fib_route() which are responsible for adding, searching and longest prefix matching, respectively. Each FIB structure in Bird starts with a default 10-bit hash order (i.e. 210) and increases its hash table size when the number of prefixes increases. This expansion will stop at 16-bit; therefore, chain lengths start to become larger. Implemented BF helps the main hash table when this situation happens to prevent searching in this large FIB chains which an IP prefix cannot be found.

In the following subsection, the way Bloom-Bird implemented is presented conceptually. In the next subsection, the pseudo-codes of implemented approach are discussed.

3.1 Implementation Concepts

Bird uses dynamic hashing size to store prefixes which increases when number of inserted prefixes becomes huge. It starts from 10-bit and it expands until 16-bit order and never grows afterwards. It increments the order by 2 when the capacity limit is reached (e.g. it expands into 12-bit when 10-bit limit is reached). In order to have a fair comparison between standard Bird and Bloom-Bird, these rules are not changed. Therefore, Bloom-Bird includes an extra BF array in each FIB to help it responding faster when it is possible.

Hashing mechanism in the BF of Bloom-Bird is inspired by the main hash table of the standard Bird. If number of entries increases, Bloom-Bird changes size and order of BF array similar to the main hash table approach. Bloom-Bird starts with 18-bit order and it increases to 20-bit order if the capacity limit is reached. This expansion continues until 32-bit and it never grows afterwards. For simplicity, this expansion of BF array is not included in the pseudo-codes in the next subsection. Because of 32-bit order limit, capacity of BF array is limited to 32-bit when an acceptable FP error rate is expected. As the results will show, Bloom-Bird shows at most 15% FP error rate which is fairly good based on Eq. “(1)” in section 5 and tested elements.

In “Fig. 1” a simple Bird’s FIB hashing table is depicted. In the aforementioned Figure, the order can be varied from 10 to 16 as mentioned before. Basic fib_find() function that searches for a given prefix and length in a FIB is shown which uses ipa_hash() function to determine which bucket in main hash table should be used. Main hash array is an order-bit array of fib_node type. Afterwards, the node will be inserted into a new free location in the linked lists chain.

In “Fig. 2” the way that BF is implemented in the FIB is depicted. The fib_find() function checks BF for given prefix firstly. If BF confirms the existence of the prefix,
then the main hash table will be checked in order to determine pointer address of found node or a FP error may occur. On the other hand, (and more importantly) if BF returns negative answer, checking main hash table will be ignored. Therefore, the main advantage of BF is the latter part in which checking main hash table and maybe traversing long chains of linked lists can be avoided.

![Fig. 2. FIB hashing architecture of Bloom-Bird.](image)

### 3.2 Implementation Codes

The pseudo-code of fib_find() in the standard Bird (as discussed), is shown as SB_fib_find() function (in order to distinguish between standard Bird and Bloom-Bird functions, SB_ is prepended to Bird functions and BB_ is prepended to Bloom-Bird functions). In the first line, e variable points to the selected bucket which is traversed in order to find given prefix. In the second and third lines, the bucket chain is traversed to find the requested node. Two situations may happen after this loop. The loop may find the node, and then last line returns the node. Otherwise, traversing linked list may end with a null pointer; therefore, fourth line returns a null pointer indicating that the node cannot be found.

**Psuedo-Code 1.**  
SB_fib_find()  
1. e = fib_table[ipa_hash(prefix)]  
2. if((not empty e) AND (not found e))  
3. return e  
4. while((not empty e) AND (not found e))  
5. e = e->next  
6. return e

In the Bloom-Bird version of this function, in the first line, BF array and its hashing mechanism is used in order to ignore prefixes that do not exist as discussed earlier. The function is changed as BB_fib_find(). Three first lines are dedicated to BF search method for a given prefix. There are k hash probes in order to search BF. In each step of the loop, if a location of the BF array represents an empty location then the search returns false answer immediately (i.e. NULL pointer). As it is shown in second line, k independent hash functions are used for BF to check the array locations. These hash functions are also depicted in “Fig. 2” as bloom_hash().

**Psuedo-Code 2.**  
BB_fib_find()  
1. for(i=1 to k)  
2. if(filter[filter[bloom_hash(prefix)] is empty])  
3. return NULL  
4. e = fib_table[hash(prefix)]  
5. while((not empty e) AND (not found e))  
6. e = e->next  
7. return e

Bird uses very simple longest prefix matching (LPM) mechanism that starts from a given length and decrements it until longest prefix match is found or returns a NULL pointer. The pseudo-code is shown as SB_fib_route() function.

Since fib_route() uses fib_find() as its main function to determine existence of the prefixes, BF can help fib_route() very effectively because BF causes no false negative errors and it does not need to go through the main hash chains for lengths that cannot be found. Therefore, there is no need to change anything in the fib_route() function and BF helps LPM indirectly. Although there are better solutions like binary searches on prefix values and lengths as mentioned in related work section, Bird’s LPM algorithm is not changed in order to show BF performance over standard Bird.

**Psuedo-Code 3.**  
SB_fib_route()  
1. while((length ≥ 0)  
2. if((fib_find(fib, prefix, length))  
3. return found node  
4. else  
5. length = length - 1  
6. return NULL

The last important function is fib_get() which searches for given prefix and length and if does not exist, it adds the prefix into the FIB. The pseudo-code of this function is presented as SB_fib_get() function. It is shown in the first line that the fib_get() uses fib_find() function as its searching mechanism. If it finds the node then the found node pointer will be returned. Otherwise the node will be inserted into selected bucket of the hash table.

**Psuedo-Code 4.**  
SB_fib_get()  
1. if((fib_find(fib, prefix, length))  
2. return found node  
3. else  
4. Go down through hash chains  
5. And add new node

To check existence of nodes in this function also BF can help through fib_find() when a node does not exist. Therefore, in the first line, BF is checked before its main hash table and when a node is not inserted before, BF counters should be incremented (because CBF is used). Therefore, only one change is needed in this function. This function is been shown as BB_fib_get() function.
Pseudo-Code 5. BB_fib_get()
BB_fib_get(fib, prefix, length)
1. if(fib_find(fib, prefix, length))
2. return found node
3. else
4. Go down through hash chains
5. And add new node
6. for(i=1 to k)
7. filter[bloom_hash{prefix}] += 1

Extra lines 6 and 7 of BB_fib_get() function are responsible for updating BF array due to newly added node. This does not count as overhead since hash functions are optimized using bit-wise operations and simplifications compared to standard hash of Bird.

There are two different types of hash functions used in the Bloom-Bird. First type is much like Bird’s original hash function which returns a 16-bit hash based on prefix value but optimized using bit-wise operations (ipa_hash() function). Second type hash functions are used for BF which has much less collisions than Bird’s original hash function. These second type hash functions return a variety of bit sizes based on BF array length. Number of BF hash functions (k) is set to the lowest possible value. Two possible minimum values of k has been tested (i.e. k=3 and k=2). In which k=3 tests showed a little speed overhead compared to k=2 tests while the FP error rate was almost the same. Therefore, the k=2 value is selected for Bloom-Bird to compare its performance with standard Bird.

Therefore, in the Bloom-Bird, k is constant and is set to 2 because the loop of checking k hash functions becomes speed bottleneck for bigger k.

In next Section the scenario and prefix sets in order to compare Bloom-Bird and standard Bird and evaluation are presented and discussed.

4. Evaluation of Bloom-Bird and Results

4.1 IPv4 Scenario

In order to evaluate standard Bird and Bloom-Bird three real IPv4 prefix sets from [18] are gathered from years 2008, 2010 and 2013 sorted by date which latest and more updated one contains more than 482 thousands unique IPv4 prefixes as “Table 1” shows.

<table>
<thead>
<tr>
<th>Prefix set alias</th>
<th># of nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix1</td>
<td>262,039</td>
</tr>
<tr>
<td>Prefix2</td>
<td>351,645</td>
</tr>
<tr>
<td>Prefix3</td>
<td>482,500</td>
</tr>
<tr>
<td>Prefix4</td>
<td>1,179,648</td>
</tr>
<tr>
<td>Prefix5</td>
<td>1,310,720</td>
</tr>
<tr>
<td>Prefix6</td>
<td>2,490,368</td>
</tr>
</tbody>
</table>

The two versions of Bird i.e. standard Bird and Bloom-Bird are evaluated by inserting these real prefix sets and querying them. Prefix set 4 and 5 are manually generated which contains all possible 24 length prefixes starting with 1-19 and 20-39 octets respectively. Prefix set 6 is concatenation of two prefix sets 4 and 5 in order to test searching FIBs with even bigger prefix sets and make sure about the results. These last three prefix sets contain 99% missing (not existing) prefixes compared to the other three real prefixes (i.e. prefix sets 1-3) in order to show performance of BF when most queries return negative answer (best case). These last three prefix sets are not real prefix traces; therefore, they are only used for searching, not for inserting into FIBs.

Percentage of number of missing nodes when each prefix set is searched is presented in “Table 2”. For example when all prefixes in prefix set 2 are inserted into a FIB and all prefixes in the prefix set 1 are queried afterwards, 42.53% of searches return negative answer.

There are 0 values in the above Table because the same prefix set is inserted and searched. Results of evaluation are included and discussed in the following subsection.

4.2 IPv4 Results of Bloom-Bird and Discussion

As discussed in the previous subsection, three prefix sets 1-3 are inserted into a FIB at three different times in two versions of standard Bird and Bloom-Bird and all prefix sets 1-6 are queried afterwards. Percentages of speedups of Bloom-Bird (fib_find() and fib_route() functions) over standard Bird and FP error rate are presented in “Tables 3, 4 and 5” respectively. These results are gained on a home PC with 2.88 MHz dual core CPU, 6 MB cache and 4 GB RAM which runs unmodified (vanilla) Linux kernel 3.12.

Table 3. IPv4 Speedups of Bloom-Bird (fib_find) over standard Bird - Simple Search Function (*) means the same prefix set is inserted

<table>
<thead>
<tr>
<th>Inserted prefix set</th>
<th>Searched prefix set</th>
<th>Prefix1</th>
<th>Prefix2</th>
<th>Prefix3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix1</td>
<td>(*) 20%</td>
<td>45%</td>
<td>55%</td>
<td></td>
</tr>
<tr>
<td>Prefix2</td>
<td>53%</td>
<td>(*) 17%</td>
<td>47%</td>
<td></td>
</tr>
<tr>
<td>Prefix3</td>
<td>61%</td>
<td>58%</td>
<td>(*) 28%</td>
<td></td>
</tr>
<tr>
<td>Prefix4</td>
<td>81%</td>
<td>93%</td>
<td>91%</td>
<td></td>
</tr>
<tr>
<td>Prefix5</td>
<td>82%</td>
<td>91%</td>
<td>91%</td>
<td></td>
</tr>
<tr>
<td>Prefix6</td>
<td>81%</td>
<td>93%</td>
<td>90%</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. IPv4 Speedups Bloom-Bird of fib_route() over standard Bird - LPM Search Function (*) means the same prefix set is inserted

<table>
<thead>
<tr>
<th>Inserted prefix set</th>
<th>Searched prefix set</th>
<th>Prefix1</th>
<th>Prefix2</th>
<th>Prefix3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix1</td>
<td>(*) 14%</td>
<td>33%</td>
<td>41%</td>
<td></td>
</tr>
<tr>
<td>Prefix2</td>
<td>26%</td>
<td>(*) 26%</td>
<td>36%</td>
<td></td>
</tr>
<tr>
<td>Prefix3</td>
<td>33%</td>
<td>43%</td>
<td>(*) 32%</td>
<td></td>
</tr>
<tr>
<td>Prefix4</td>
<td>41%</td>
<td>62%</td>
<td>64%</td>
<td></td>
</tr>
<tr>
<td>Prefix5</td>
<td>44%</td>
<td>63%</td>
<td>63%</td>
<td></td>
</tr>
<tr>
<td>Prefix6</td>
<td>42%</td>
<td>63%</td>
<td>64%</td>
<td></td>
</tr>
</tbody>
</table>
In the “Table 3”, speedups of fib_find() function which is responsible for simple searching for a given prefix and length is presented. In the “Table 4”, speedups of fib_route() function which is responsible for Longest Prefix Matching (LPM) is presented (starting length for LPM is set to 32 for all searches). In the “Table 5”, percentage of FP error rate is presented. Also there are 6 rows in the all aforementioned tables, representing what prefix set is searched. The smallest speedup is 14% and biggest speedup is 93%. Smaller speedups are gained when most prefixes are found after search (i.e. number of existing nodes are bigger than missing nodes). On the other hand, bigger speedups are gained when most prefixes are not found after search.

It is well known that FP error can be estimated using following equation [13]:

$$fpr = \left(1 - \left(1 - \frac{1}{m} \ln n\right)^k\right)^k$$  \hspace{1cm} (1)

In which $k$, $m$ and $n$ represent number of hash functions, size of array, and number of inserted elements, respectively. It gives a nearly accurate estimation and it is used in this paper to evaluate resulted FP errors. The optimal number of hashes ($k$) can be calculated using following equation:

$$k = \frac{m}{n} \ln 2$$  \hspace{1cm} (2)

Although Eq. “(2)” gives us optimal number of hashes ($k$) but we need to keep it at its lowest possible value in the Bloom-Bird. Because the higher the $k$ value becomes, the more overhead is caused. That is because of sequential execution of BF array probes in the Bloom-Bird. Therefore, as mentioned before, the number of hashes ($k$) is set constant number equal to 2.

In order to guarantee its FP rate and performance, the Bloom-Bird calculates its BF array size based on following equation:

$$m = 2^{(n+2)}$$  \hspace{1cm} (3)

Therefore, for its default 18-bits order (maximum number of inserted elements can be up to $n=2^{18}$), size of BF array can be calculated based on Eq. “(3)” which leads to $m=2^{20}$. Consequently, given these values of $m,n$ and $k=2$, Eq. “(1)” results 15% FP error rate. Experimental results also show the expected value even in lower rates; As “Table 5” shows, the most FP error rate is 9.49 percent. Therefore, Bloom-Bird handles its FP error rate even better than expected.

The practical FP rate of Bloom-Bird is calculated based on the following equation:

$$fpr = \frac{\text{Observed false positives}}{\text{Tested prefixes}}$$

Based on the experiments, for small number of prefixes, BF counts only as a memory overhead on Bird i.e. no valuable speedup will be gained. Therefore, BF feature of Bloom-Bird will remain deactivated until its main hash table reaches into 16-bit order. Afterwards, BF array will be allocated and initialized to zero. Hashing mechanism in the BF of Bloom-Bird is inspired by the main hash table of Bird as mentioned before. If number of entries increases, Bloom-Bird changes size and order of BF feature like the way main hash table does. Bloom-Bird starts with 18-bit order and it increases to 20-bit if the capacity limit is reached (i.e. number of inserted elements reaches $n=2^{20}$). This expansion continues until 32-bit.

In the three “Tables 3, 4, and 5” results show how scaling feature helps accelerating the Bloom-Bird when prefix set 2 is inserted in comparison when prefix set 1 is inserted. Since number of prefixes in the prefix set 2 is bigger than Bloom-Bird default hash order (i.e. 18-bits), the order of BF is scaled up to 20-bits and consequently the FP is decreased in comparison when prefix set 1 is inserted. This situation also shows how FP error rate is important and can make the searches faster.

When “Tables 3 and 4” are compared, the speedups of fib_route() function are lower than its similar situation in the fib_find(). That is because of fib_find() tires just once for given prefix and length but fib_route() tries $W(n)$ times in worst case which $n$ is 32 for IPv4. Therefore, fib_route() in most cases finds the best match.

For memory usage, number of bits in the BF array can be calculated using Eq. “(3)” as mentioned before. Although 4-bit counters are generally used for counters in CBF, in the Bloom-Bird FIBs, 8-bit counters are used in the CBF because of simplicity and lower overhead of increment operations in the PC for Byte data-type. Since $k$ is constant and is set to 2 and maximum number of inputs by default is 18-bits (i.e. $n=2^{18}$); therefore, the memory requirement for Bloom-Bird in the 18-bits order based on Eq. “(3)” is 1 MB. When the capacity limit is reached, it will be incremented by 2; therefore, it will be 20-bits order. This order requires 4 MB of memory. This expansion continues until 32-bit and the memory requirement can be calculated using Eq. “(3)”.

Similar to two previous sub-sections which IPv4 scenario and results discussed, in the following two sub-sections, the same approach is used but IPv6 prefix sets are used. In the first subsection, scenario is discussed and in the next subsection, results are discussed.

### 4.3 IPv6 Scenario

Compared to IPv4, unfortunately, latest traces from RouteViews [19] show that existing IPv6 prefixes are very fewer. For example number of latest IPv6 unique prefixes were 16,500 compared to IPv4 which were more than 480,000 unique prefix. Therefore, in order to show BF advantage of Bloom-Bird over standard Bird, we had to increase the IPv6 prefix sets. For this purpose, ipv6gen [20]
tool is used in order to increase number of unique prefixes by calculating possible subnets from existing real prefixes. Moreover, just like previous scenario in the first sub-section, three completely manually generated prefixes (not real) are generated using ipv6gen in order to show BF efficiency. The IPv6 prefix sets are shown in the “Table 6”.

It should be noted that Bird router converts all IPv6 prefixes into a single 32-bits IP structure using bit-wise OR. It means all previous IPv4 functions can be applied to IPv6 prefixes. The 128-bits prefixes are split into four 32-bits and they are bit-wise ORed into a single 32-bits prefix. Therefore, Bloom-Bird functions can be applied easily to the IPv6 prefixes.

Table 6. IPv6 Prefix sets to test the two versions of Bird.

<table>
<thead>
<tr>
<th>Prefix set alias</th>
<th># of nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix1</td>
<td>491,136</td>
</tr>
<tr>
<td>Prefix2</td>
<td>762,816</td>
</tr>
<tr>
<td>Prefix3</td>
<td>1,042,176</td>
</tr>
<tr>
<td>Prefix4</td>
<td>2,103,152</td>
</tr>
<tr>
<td>Prefix5</td>
<td>2,109,152</td>
</tr>
<tr>
<td>Prefix6</td>
<td>4,212,304</td>
</tr>
</tbody>
</table>

Prefix sets 1-3 are based on real IPv6 prefix sets gathered from RouteViews [19] from years 2011, 2012 and 2013 sorted by date respectively. The two versions of Bird i.e. standard Bird and Bloom-Bird are evaluated by inserting these real prefix sets and querying them. Prefix sets 4 and 5 are manually generated using ipv6gen [20] tool. Prefix set 6 is concatenation of two prefix sets 4 and 5 in order to test searching FIBs with even bigger prefix sets and make sure about the results. These last three prefix sets contain 99% missing (not existing) prefixes compared to the other three real prefixes (i.e. prefix sets 1-3) in order to show performance of BF when most queries return negative answer. These last three prefix sets are not real prefix traces; therefore, they are only used for searching, not for inserting into FIBs.

Percentage of number of missing nodes when each prefix set is searched, is presented in “Table 7”. For example when all prefixes in prefix set 2 are inserted into a FIB and all prefixes in the prefix set 1 are queried afterwards, 12.03% of searches return negative answer.

Table 7. Percentage of missing nodes when searching for prefix sets

<table>
<thead>
<tr>
<th>Inserted prefix set / Searched prefix set</th>
<th>Prefix1</th>
<th>Prefix2</th>
<th>Prefix3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix1</td>
<td>0</td>
<td>12.03%</td>
<td>19.3%</td>
</tr>
<tr>
<td>Prefix2</td>
<td>43.36%</td>
<td>0</td>
<td>10.56%</td>
</tr>
<tr>
<td>Prefix3</td>
<td>61.9%</td>
<td>36.83%</td>
<td>0</td>
</tr>
<tr>
<td>Prefix4</td>
<td>99.74%</td>
<td>99.72%</td>
<td>99.76%</td>
</tr>
<tr>
<td>Prefix5</td>
<td>99.54%</td>
<td>99.47%</td>
<td>99.5%</td>
</tr>
<tr>
<td>Prefix6</td>
<td>99.64%</td>
<td>99.6%</td>
<td>99.63%</td>
</tr>
</tbody>
</table>

Results of evaluation based on IPv6 prefix sets are included and discussed in the following sub-section.

4.4 IPv6 Results of Bloom-Bird and Discussion

As discussed in the previous sub-section, three IPv6 prefix sets 1-3 are inserted into a FIB at three different times in the two versions of standard Bird and Bloom-Bird and all prefix sets 1-6 are queried afterwards. Percentages of speedups of Bloom-Bird (fib_find() and fib_route() functions) over standard Bird and FP error rate are presented in “Tables 8, 9 and 10”, respectively. As mentioned in the second sub-section, these results are gained on a home PC with 2.88 MHz dual core CPU, 6 MB cache and 4 GB RAM which runs unmodified (vanilla) Linux kernel 3.12.

Table 8. IPv6 Speedups of Bloom-Birdfib_find() over standard Bird - Simple Search Function (* ) means the same prefix set is inserted

<table>
<thead>
<tr>
<th>Inserted prefix set / Searched prefix set</th>
<th>Prefix1</th>
<th>Prefix2</th>
<th>Prefix3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix1</td>
<td>(*) 8%</td>
<td>30%</td>
<td>33%</td>
</tr>
<tr>
<td>Prefix2</td>
<td>49%</td>
<td>(*) 19%</td>
<td>52%</td>
</tr>
<tr>
<td>Prefix3</td>
<td>56%</td>
<td>46%</td>
<td>(*) 18%</td>
</tr>
<tr>
<td>Prefix4</td>
<td>90%</td>
<td>91%</td>
<td>90%</td>
</tr>
<tr>
<td>Prefix5</td>
<td>70%</td>
<td>67%</td>
<td>60%</td>
</tr>
<tr>
<td>Prefix6</td>
<td>83%</td>
<td>80%</td>
<td>79%</td>
</tr>
</tbody>
</table>

Table 9. IPv6 Speedups Bloom-Bird of fib_route() over standard Bird - LPM Search Function (*) means the same prefix set is inserted

<table>
<thead>
<tr>
<th>Inserted prefix set / Searched prefix set</th>
<th>Prefix1</th>
<th>Prefix2</th>
<th>Prefix3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix1</td>
<td>(*) 10%</td>
<td>18%</td>
<td>22%</td>
</tr>
<tr>
<td>Prefix2</td>
<td>18%</td>
<td>(*) 14%</td>
<td>22%</td>
</tr>
<tr>
<td>Prefix3</td>
<td>20%</td>
<td>24%</td>
<td>(*) 17%</td>
</tr>
<tr>
<td>Prefix4</td>
<td>22%</td>
<td>63%</td>
<td>64%</td>
</tr>
<tr>
<td>Prefix5</td>
<td>54%</td>
<td>60%</td>
<td>62%</td>
</tr>
<tr>
<td>Prefix6</td>
<td>31%</td>
<td>62%</td>
<td>63%</td>
</tr>
</tbody>
</table>

Table 10. IPv6 False Positive Percentage of Bloom-Bird

(*) means the same prefix set is inserted

<table>
<thead>
<tr>
<th>Inserted prefix set / Searched prefix set</th>
<th>Prefix1</th>
<th>Prefix2</th>
<th>Prefix3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prefix1</td>
<td>(*) 0</td>
<td>2.82%</td>
<td>5.58%</td>
</tr>
<tr>
<td>Prefix2</td>
<td>5.85%</td>
<td>(*) 0</td>
<td>3.81%</td>
</tr>
<tr>
<td>Prefix3</td>
<td>7.27%</td>
<td>6.5%</td>
<td>(*) 0</td>
</tr>
<tr>
<td>Prefix4</td>
<td>4.33%</td>
<td>8.21%</td>
<td>13.18%</td>
</tr>
<tr>
<td>Prefix5</td>
<td>3.67%</td>
<td>7.39%</td>
<td>12.07%</td>
</tr>
<tr>
<td>Prefix6</td>
<td>4.00%</td>
<td>7.8%</td>
<td>12.62%</td>
</tr>
</tbody>
</table>

In the “Table 8”, speedups of fib_find() function which is responsible for simple searching for a given prefix and length is presented. In the “Table 9”, speedups of fib_route() function which is responsible for Longest Prefix Matching (LPM) is presented (starting length for LPM is set to 128 for all searches). In the last “Table 10”, percentage of FP error rate is presented. Also there are 6 rows in the aforementioned tables, representing what prefix set is searched. The smallest speedup is 8% and biggest speedup is 91%. Smaller speedups are gained when most prefixes are found after search (i.e. number of existing nodes are bigger than missing nodes). On the other hand, bigger speedups are gained when most prefixes are not found after search.

As mentioned before, in order to guarantee FP rate and performance, the Bloom-Bird calculates its BF array size based on Eq. “(3)”. Therefore, for its default 18-bits order (maximum number of inserted elements can be up to n=218), size of BF array can be calculated based on Eq. “(3)” which leads to m=220. Consequently, given these values of m,n and k=2, Eq. “(1)” results 15% FP error rate. Experimental results also prove the resulted value even in lower values which “Table 10” shows the most FP error rate resulted is 13.18 percent. Therefore, Bloom-Bird handles its FP error rate even better than expected.
When “Tables 8 and 9” are compared, the speedups of \texttt{fib\_route()} function are lower than their similar situation in the \texttt{fib\_find()}. That’s because of \texttt{fib\_find()} tries just once for given prefix and length but \texttt{fib\_route()} tries \( W(n) \) times in worst case which \( n \) is 128 for IPv6. Consequently, \texttt{fib\_route()} in most cases finds the best match.

Although comparing IPv6 scenario to IPv4 scenario is not fair in general because of different number of prefixes and length distribution of them, but speedup of IPv6 compared to IPv4 is a little lower and False Positive errors are a little higher. The only reason for that can be simple hashes that cannot distribute the IPv6 prefixes as well as IPv4 prefixes that use fewer bits to represent prefixes. Therefore, False Positive errors because of simple IPv6 hashes become bigger and speedups become lower compared to IPv4 scenario.

\section{Conclusion}

The paper showed and presented another application of Bloom filter on a practical open-source router. The BF implementation on Bird’s FIB data structure showed that it can help Bird to search and route faster when number of inserted prefixes into a FIB becomes huge. Bloom-Bird which utilizes a Bloom filter in its architecture, evaluated using various prefix sets gathered from real routers traces and also manually generated prefix sets to make the tests more accurate and reliable. Bloom-Bird employs a Bloom-filter in Bird’s FIB data structure in order to accelerate the IP lookups when FIB’s linked list chains become long. Comparison using different prefix sets showed that up to 93\% speedup is gained when most searches return negative answer. This improvement is achieved at the cost of Bloom filter space overhead. Moreover, it is showed how Bloom-Bird can handle its FP error rate when number of inserted prefixes increases by scaling the Bloom filter capacity. The results presented and discussed for both IPv4 and IPv6 prefix sets.

Regardless whether Bloom filter is going to be used as an extra stage before hashing mechanism or other searching data structures (e.g. trie), it can help to avoid traversing chains and paths when result of a search is negative. Therefore, our software based approach is applicable to any other software based routers to accelerate their IP lookups when their FIBs become huge.
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Abstract

In this paper, we propose an efficient noise robust edge detection technique based on odd Gaussian derivations in the wavelet transform domain. At first, new basis wavelet functions are introduced and the proposed algorithm is explained. The algorithm consists of two stage. The first idea comes from the response multiplication across the derivation and the edge localization in noisy images and has good edge detection performances, but the noise interference is inevitable and natural images have problems in the noisy condition and cannot discriminate the noise and background points properly. Furthermore, they cannot present images in automatic zoom and different scales.

One of the most popular algorithms is Gaussian-based edge detection due to the noise removal [1-2]. Canny proposed an edge detector based on Gaussian filter and identified three criteria for the optimal edge detector (good detection, good localization and low spurious response), which was successful in the noise free and high-contrast images [3]. Canny detector is a popular method which has been revised many times since it has been introduced [4-5]. But the noise interference is inevitable and natural images are almost polluted by the noise. The edge detection would be challenging and time consuming when the noise contaminates the image unexpectedly [6].

Another noise removal solution is the usage of scale-space theory. Multi-scale edge detection using wavelet transform has been introduced by Mallat [7]. Selecting a large scale can block the noise effect. In this condition, spurious and false responses are weakened and disappear. But it occurs with the dislocation edge error too. On the other hand, selecting the low scale results in the noise sensitive detection. Therefore, there is a tradeoff between the good detection and the edge localization in noisy images. Multiresolution analysis has been introduced to obtain an intermediated compromised result. Zhang has continued Sadler [8] idea and proposed the scale multiplication to compromise between the localization error and the noise sensitive detection [9]. Zhu has used the scale multiplication technique based on the odd Gabor transform domain for the noise overcoming in the edge detection [10].

A number of Cellular Automata (CA)-based edge detectors have been developed recently due to the simplicity of the model and the potential for simultaneous removal of different types of noise in the process of detection [11-13].

With the increasing requirements of the accuracy of algorithms in the image edge detection, some intelligent algorithms are used, such as artificial neural network [14], fuzzy optimization [15], Genetic algorithm, ant colony optimization [16] and Particle Swarm Optimization.

Also, some new techniques have been developed in this field, which improve the edge detection performance, such as designing edge detector filters in potential field [17], Krawtchouk orthogonal polynomials [18], arctangent edge model [20], wavelet transform [19,21] and gravity field [22-23].

In this paper, we focus on the Gaussian edge detection and develop Canny edge detector by the derivation of

Keywords: Wavelet Transform; Edge Detection; Gaussian Filter; Multiscale Analysis; Noise Removal; Gaussian Bases; Wavelet Function Derivation; Admissibility Condition; Edge Criteria; N-connected Neighborhood.

1. Introduction

Nowadays, image processing has an important role in the proceeding of new science. Edge detection has various applications and is a useful tool in the registration, pattern recognition, topological recognition, image compression and other computer vision fields. Classical edge detectors like Roberts, Sobel and Prewitt have a simple structure which helps the time consumption saving. However, they have problems in the noisy condition and cannot discriminate the noise and background points properly. Furthermore, they cannot present images in automatic zoom and different scales.

One of the most popular algorithms is Gaussian-based edge detection due to the noise removal [1-2]. Canny proposed an edge detector based on Gaussian filter and identified three criteria for the optimal edge detector (good detection, good localization and low spurious response), which was successful in the noise free and high-contrast images [3]. Canny detector is a popular method which has been revised many times since it has been introduced [4-5]. But the noise interference is inevitable and natural images are almost polluted by the noise. The edge detection would be challenging and time consuming when the noise contaminates the image unexpectedly [6].

Another noise removal solution is the usage of scale-space theory. Multi-scale edge detection using wavelet transform has been introduced by Mallat [7]. Selecting a large scale can block the noise effect. In this condition, spurious and false responses are weakened and disappear. But it occurs with the dislocation edge error too. On the other hand, selecting the low scale results in the noise sensitive detection. Therefore, there is a tradeoff between the good detection and the edge localization in noisy images. Multiresolution analysis has been introduced to obtain an intermediated compromised result. Zhang has continued Sadler [8] idea and proposed the scale multiplication to compromise between the localization error and the noise sensitive detection [9]. Zhu has used the scale multiplication technique based on the odd Gabor transform domain for the noise overcoming in the edge detection [10].
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Gaussian wavelet function and improve results by introducing an algorithm which joins different edge maps. We show that this technique reduces spurious responses and improves edge detection criteria.

Our paper is organized as follows: Section 2 discusses the principal of the edge detection idea by the wavelet transform and introduces new wavelet functions based on nth derivative Gaussian, which are used in this paper for the edge detection. Section 3 deals with our scheme description and famous edge detection criteria and Section 4 demonstrates experimental results.

2. New Bases Introduction

Canny has used the first order derivative of the Gaussian filter as the wavelet function. We develop this idea to nth order derivative of the Gaussian filter. The wavelet functions derived from $g(x, y)$ in the direction of $x$ and $y$ as:

$$\psi_x^n(x, y) = \frac{\partial^n g(x, y)}{\partial x^n}$$

$$\psi_y^n(x, y) = \frac{\partial^n g(x, y)}{\partial y^n}$$

$n = 1, 2, ...$

These bases satisfy the admissibility condition and tend to 0 in $\pm \infty$. Assume $g(x, y)$ be the smoothing function at the scale $s$:

$$g_s(x, y) = \frac{1}{2\pi s^2} e^{-\frac{1}{2s^2}(x^2+y^2)}$$

Hence, scaled wavelet bases are defined as:

$$\psi_{x}^n(x, y) = s^n \frac{\partial^n g_s(x, y)}{\partial x^n}$$

$$\psi_{y}^n(x, y) = s^n \frac{\partial^n g_s(x, y)}{\partial y^n}$$

For an image $f(x, y)$, its wavelet transform has two elements in the $x$ and $y$ directions.

$$W_x^n(x, y) = f(x, y) \ast \psi_x^n(x, y)$$

$$W_y^n(x, y) = f(x, y) \ast \psi_y^n(x, y)$$

$$M_s(f(x, y)) = \sqrt{W_x^n(x, y)^2 + W_y^n(x, y)^2}$$

The points at which their modulus values ($M_f(x, y)$) are the local maximums correspond to abrupt change points in the corresponding positions of the smooth image or the position of the sharp and steep changes, whose sizes reflect the gray strengths in the positions. So, as long as we detect the local maximum value points of the wavelet transform series modulus along the gradient direction, the edge points of the image are gained.

3. Method Description and Analysis Parameters

In this section, we describe the proposed method. Then some famous criteria are discussed briefly, which are used in experimental results.

3.1 Method Description

Traditionally, first derivation of the Gaussian wavelet is considered as an edge detector [3]. Finding local maxima of absolute $M(x, y)$ in $A(x, y)$ direction yields edge points (magnitude and orientation). Another method is the usage of the second derivation of the Gaussian filter response and finding zero-crossing points, which is very sensitive to the noise. Zhang improved results by the scale multiplication method [9]. We complete Zhang method and introduce here a novel technique of the Gaussian wavelet edge detection to refine the noise interference. This technique is based on the multiplication of $\psi^n(x, y)$ edge responses not only across the scale $s$, but across the derivation $n$. This procedure has two freedom degree parameters to adjust noise and the edge dislocation. Fig 1 shows the block diagram of the proposed method. Our method consists of five steps:

1. Input noisy image which has been corrupted by AWGN.
2. Calculate $\psi_{x}^n(x, y)$ and $\psi_{y}^n(x, y)$ according to Eq (3) in unit scale and $n = 1, 2, 3$. The length of filters is 7.
3. Obtain relevant coefficients in $x$ and $y$ directions by convolution of calculated bases in step 2 with the noisy image.
4. Prepare the edge maps of every derivation (i.e. $n=1, 3, 5$) according to Eq (4-c) which named $W^n_s(x, y)$. These results are shown in the first stage of Figure 1.
5. Apply pruning algorithm to different edge maps and yield a result with higher quality and lower fake edges.

3.2 Analysis Criteria

Pratt [25] introduced a criterion that shows the quantity performance of edge detection, which is used in much research [10, 24]. This parameter is called figure of merit and defined as:

$$F = \frac{1}{\max[N_t, N_f]} \sum_{i=1}^{N_t} \frac{1}{1 + \alpha d^2(i)}$$

Where $N_t$ is the number of true edges, and $N_f$ represents the number of marked edges by the detector algorithm. $\alpha$ is a penalty scaling number that controls false edges and is set on 1/9 in this paper like Pratt work. $d$ means the Euclidian distance between the point detected by the algorithm procedure and marked as the edge point and its actual edge in the reference map. There
are three types of distance definition between two pixels $(x_1, y_1)$ and $(x_2, y_2)$ which are used in this paper as follows:
- Cityblock: in 2D space, the cityblock distance is defined as $|x_1-x_2|+|y_1-y_2|
- Chessboard: which is identified by max ($|x_1-x_2|,|y_1-y_2|$)
- Quasi-Euclidean: the quasi-Euclidean distance is calculated by:

$$d_{\text{quasi-\text{euclidean}}} = \begin{cases} 
|x_1-x_2|+\sqrt{2}|y_1-y_2| & |x_1-x_2|>|y_1-y_2| \\
\sqrt{2}|x_1-x_2|+|y_1-y_2| & \text{otherwise}
\end{cases}$$ (6)

Second parameter is based on the distance between marked edges and true edges. Root mean square localization error is denoted by $D$ and designed by Zhang [9]:

$$D = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (p_{d}(i) - p_{\bar{d}}(i))^2}$$ (7)

where $N$ in this formula is the number of edge points. The actual edge position is denoted by $p_{d}$ and the detected edge point by the algorithm is denoted by $p_{\bar{d}}$.

The edges are classified in four groups in the edge detection process:
- True positive (TP): these edges are actual edges, and we detected them correctly. An edge detector would be more powerful that has a higher TP edges result.
- False positive (FP): this criterion refers to the amount of the edges that are not real edges; but we detected them as true edges.
- True negative (TN): these points are not edges and we ignored them correctly. TP has a reverse relationship with FP in most cases. The greater true negative means the better edge detection result.
- False negative (FN): we neglected this type of points as edges. But they are true edges. Lower FP means better edge quality.

True positive rate (TPR): this normalized criterion contains correct and false detection pixels, and shows the sensitivity of results. True positive rate is calculated as:

$$\text{TPR} = \frac{TP}{TP + FN}$$ (8)

False positive rate (FPR): conversely, FPR refers to the error of edge detecting. False positive rate is between 0 to 1 and specified by:

$$\text{FPR} = \frac{FP}{FP + TN}$$ (9)

Precision (PREC): another evaluation parameter declares how the percentage of marked edge points is true. Precision is obtained from [2]:

$$\text{PREC} = \frac{TP}{TP + FP}$$ (10)

$$F_{\alpha} = \frac{\text{PREC}.\text{TPR}}{a\text{PREC} + (1-a)\text{TPR}}$$ (11)

Where $\alpha$ is a scaling constant between 0 and 1.

Accuracy: it shows the precision of diagnostic true edges in edge detection. Accuracy is delivered by percentage and obtained from:

$$\text{accuracy} (%) = 100 \times \frac{TP + TN}{TP + TN + FP + FN}$$ (12)

4. Experimental Results

In this section, the ability of proposed edge detector is shown. We present results in visual and statistical modes.

4.1 Visual Results

In this part, the wavelet response of proposed bases is investigated. We applied three wavelet bases $\psi^1(x,y), \psi^3(x,y)$ and $\psi^5(x,y)$ to the images. The results are illustrated in Fig 2. Two types of image were considered in this paper: binary (‘WAVELET TRANSFORM’) and grayscale (‘Lena’ and ‘cameraman’) with the size of 256*256 pixels.

Each image has two columns. First one is a noise free image and its wavelet edges respectively. And second column shows the image with an exploited edge from the wavelet coefficient at scale $s=1$. The images are corrupted by additive white Gaussian noise with the different variance. We find out, there is a little difference between $\psi^5(x,y)$, $\psi^3(x,y)$ and $\psi^1(x,y)$. So all of them can be used in edge detection separately. In much research, first order derivative of the smooth function is used as the edge detector.

$$F_{\alpha} = \frac{\text{PREC}.\text{TPR}}{a\text{PREC} + (1-a)\text{TPR}}$$ (11)

Where $\alpha$ is a scaling constant between 0 and 1.

Accuracy: it shows the precision of diagnostic true edges in edge detection. Accuracy is delivered by percentage and obtained from:

$$\text{accuracy} (%) = 100 \times \frac{TP + TN}{TP + TN + FP + FN}$$ (12)

4. Experimental Results

In this section, the ability of proposed edge detector is shown. We present results in visual and statistical modes.

4.1 Visual Results

In this part, the wavelet response of proposed bases is investigated. We applied three wavelet bases $\psi^1(x,y), \psi^3(x,y)$ and $\psi^5(x,y)$ to the images. The results are illustrated in Fig 2. Two types of image were considered in this paper: binary (‘WAVELET TRANSFORM’) and grayscale (‘Lena’ and ‘cameraman’) with the size of 256*256 pixels.

Each image has two columns. First one is a noise free image and its $W_1^1(x,y), W_3^1(x,y)$ and $W_5^1(x,y)$ wavelet edges respectively. And second column shows the image with an exploited edge from the wavelet coefficient at scale $s=1$. These results are achieved after applying the threshold to wavelet coefficients at the scale $s=1$. The images are corrupted by additive white Gaussian noise with the different variance. We find out, there is a little difference between $W_1^1(x,y), W_3^1(x,y)$ and $W_5^1(x,y)$ So all of them can be used in edge detection separately. In much research, first order derivative of the smooth function is used as the edge detector.

![Fig. 2. First, third and fifth Gaussian derivation wavelet response with different noise power density in scale s=1. First columns of images are noise free.](image-url)
Fig 3 shows the results of the edge detection based on first, third and fifth order derivation of the Gaussian smooth function (response of \( \psi_1(x, y), \psi_3(x, y) \) and \( \psi_5(x, y) \)) in ideal (first rows) and various noise power (second and third rows) cases. The first rows indicate the noise free response where coefficients multiplication, \( W_1^2(x, y) \times W_1^2(x, y) \) or \( W_2^2(x, y) \times W_2^2(x, y) \times W_2^2(x, y) \) extenuates thick edges. When the image is polluted a little by noise, the best choice is the use of single \( W_1^2(x, y) \) for the edge detection. When the noise power density is considerable, and we cannot ignore the effect of noise, it is better to use \( W_2^2(x, y) \times W_2^2(x, y) \times W_2^2(x, y) \) where the wrong edges number is lowest and true edges remain meaningful.

![Fig 3. Multiplication of wavelet coefficients according to Gaussian bases in different noise condition](image)

### 4.2 Statistical Results

The previous part shows the edge detection in the visual scene. In this part, the statistical results of the parameters which have been introduced in section 2, are calculated and presented in tables for the discussion and comparison. We can investigate the edge responses and obtain results similar to the ones in the previous part. Table 1 shows the calculated statistical parameters of the three images (‘wavelet transform’, ‘Lena’, ‘cameraman’) with the different noise power.

<table>
<thead>
<tr>
<th>Distance Definition</th>
<th>( \sigma^2 = 0.04 )</th>
<th>( \sigma^2 = 0.08 )</th>
<th>( \sigma^2 = 0.12 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>99.1074</td>
<td>99.3176</td>
<td>98.4844</td>
</tr>
<tr>
<td><strong>TPR</strong></td>
<td>0.9284</td>
<td>0.8157</td>
<td>0.6412</td>
</tr>
<tr>
<td><strong>FPR</strong></td>
<td>0.0292</td>
<td>0.0175</td>
<td>0.0655</td>
</tr>
<tr>
<td><strong>PRLC</strong></td>
<td>0.2952</td>
<td>0.1739</td>
<td>0.0927</td>
</tr>
<tr>
<td><strong>PRLC</strong></td>
<td>0.2355</td>
<td>0.1099</td>
<td>0.0409</td>
</tr>
<tr>
<td><strong>TFR</strong></td>
<td>0.8905</td>
<td>0.7506</td>
<td>0.5829</td>
</tr>
<tr>
<td><strong>PFL</strong></td>
<td>0.0101</td>
<td>0.0266</td>
<td>0.0670</td>
</tr>
<tr>
<td><strong>PRLC</strong></td>
<td>0.5371</td>
<td>0.7277</td>
<td>0.4853</td>
</tr>
<tr>
<td><strong>Fp</strong></td>
<td>0.0863</td>
<td>0.0775</td>
<td>0.0677</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>98.3268</td>
<td>97.4508</td>
<td>92.3516</td>
</tr>
<tr>
<td><strong>TFR</strong></td>
<td>0.7085</td>
<td>0.7228</td>
<td>0.7232</td>
</tr>
<tr>
<td><strong>F1</strong></td>
<td>0.7065</td>
<td>0.7246</td>
<td>0.7731</td>
</tr>
<tr>
<td><strong>D</strong></td>
<td>0.7086</td>
<td>0.7224</td>
<td>0.7744</td>
</tr>
<tr>
<td><strong>PRLC</strong></td>
<td>0.1285</td>
<td>0.1249</td>
<td>0.0643</td>
</tr>
<tr>
<td><strong>TFR</strong></td>
<td>0.7180</td>
<td>0.7288</td>
<td>0.6648</td>
</tr>
<tr>
<td><strong>PRLC</strong></td>
<td>0.1190</td>
<td>0.1209</td>
<td>0.0672</td>
</tr>
<tr>
<td><strong>Fp</strong></td>
<td>0.7952</td>
<td>0.8088</td>
<td>0.8652</td>
</tr>
<tr>
<td><strong>Accuracy</strong></td>
<td>98.2285</td>
<td>97.2641</td>
<td>95.3083</td>
</tr>
</tbody>
</table>

- **d1** = 'cityblock'
- **d2** = 'cheesboard'
- **d3** = 'quasi-Euclidean'

![Table 1. Statistical results of edge detection.](image)
5. Improved Algorithm

In the previous section, we saw that $W_1^1(x, y)$ (traditional wavelet edge detection) was useful in low noise condition and had good results in parameters listed in Table 1. But its drawback is the acting on the medium and high noise level. In other words, it is very sensitive to noise contaminating. In this condition, $W_1^1(x, y) \times W_2^2(x, y)$ or $W_1^2(x, y) \times W_3^3(x, y) \times W_2^2(x, y)$ is introduced as a method to refine noise. $W_1^1(x, y) \times W_2^2(x, y)$ and $W_1^2(x, y) \times W_3^3(x, y) \times W_2^2(x, y)$ are powerful to remove spurious responses where created by the noise. Their suppressing noise parameters such as D, FPR, PREC, $F_4$, and Accuracy have been better than $W_1^1(x, y)$ parameters.

But the edge quality was low, and it could detect only main and thick edges and had low TPR and Figure of merit criteria. $W_1^1(x, y) \times W_2^2(x, y)$ or $W_1^2(x, y) \times W_3^3(x, y) \times W_2^2(x, y)$ kills noise and details simultaneously. So in high polluted images another algorithm is essential to pick up good characteristics of $W_1^1(x, y)$ such as TPR and F and pick up good characteristics of $W_2^2(x, y)$ or $W_3^3(x, y) \times W_2^2(x, y)$ such as FPR and PREC to improve the edge detection criteria and handles a reasonable response. This algorithm must be applied as a post-processing to result edges, i.e. wavelet coefficients after a thresholding process. An improved edge detection algorithm named pruning algorithm is introduced here. Pruning algorithm is a post-processing stage that applied to binary image (detected edge map). It is useful where there are similar edge maps such as multisresolution levels of an image, and we want to fuse them. In pruning algorithm, a binary frame with the complete edge and also with the high polluted noise is chosen as the initial edge image. Other frames are used to improve edges in the initial edge image.

This algorithm uses $W_1^2(x, y)$ as a basic edge frame. In this process, all the detected points in $W_1^2(x, y)$ are considered as candidate edges and tries to remove false edges by searching the neighborhood of pixels in other frames like $W_2^2(x, y)$ or $W_3^3(x, y) \times W_2^2(x, y)$ kills noise and details simultaneously. So in high polluted images another algorithm is essential to pick up good characteristics of $W_1^2(x, y)$ such as TPR and F and pick up good characteristics of $W_2^2(x, y)$ or $W_3^3(x, y) \times W_2^2(x, y)$ such as FPR and PREC to improve the edge detection criteria and handles a reasonable response. This algorithm must be applied as a post-processing to result edges, i.e. wavelet coefficients after a thresholding process. An improved edge detection algorithm named pruning algorithm is introduced here. Pruning algorithm is a post-processing stage that applied to binary image (detected edge map). It is useful where there are similar edge maps such as multisresolution levels of an image, and we want to fuse them. In pruning algorithm, a binary frame with the complete edge and also with the high polluted noise is chosen as the initial edge image. Other frames are used to improve edges in the initial edge image.

This algorithm uses $W_1^2(x, y)$ as a basic edge frame. In this process, all the detected points in $W_1^2(x, y)$ are considered as candidate edges and tries to remove false edges by searching the neighborhood of pixels in other frames like $W_2^2(x, y)$ or $W_3^3(x, y) \times W_2^2(x, y)$ kills noise and details simultaneously. So in high polluted images another algorithm is essential to pick up good characteristics of $W_1^2(x, y)$ such as TPR and F and pick up good characteristics of $W_2^2(x, y)$ or $W_3^3(x, y) \times W_2^2(x, y)$ such as FPR and PREC to improve the edge detection criteria and handles a reasonable response. This algorithm must be applied as a post-processing to result edges, i.e. wavelet coefficients after a thresholding process. An improved edge detection algorithm named pruning algorithm is introduced here. Pruning algorithm is a post-processing stage that applied to binary image (detected edge map). It is useful where there are similar edge maps such as multisresolution levels of an image, and we want to fuse them. In pruning algorithm, a binary frame with the complete edge and also with the high polluted noise is chosen as the initial edge image. Other frames are used to improve edges in the initial edge image.
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This algorithm uses $W_1^2(x, y)$ as a basic edge frame. In this process, all the detected points in $W_1^2(x, y)$ are considered as candidate edges and tries to remove false edges by searching the neighborhood of pixels in other frames like $W_2^2(x, y)$ or $W_3^3(x, y) \times W_2^2(x, y)$ kills noise and details simultaneously. So in high polluted images another algorithm is essential to pick up good characteristics of $W_1^2(x, y)$ such as TPR and F and pick up good characteristics of $W_2^2(x, y)$ or $W_3^3(x, y) \times W_2^2(x, y)$ such as FPR and PREC to improve the edge detection criteria and handles a reasonable response. This algorithm must be applied as a post-processing to result edges, i.e. wavelet coefficients after a thresholding process. An improved edge detection algorithm named pruning algorithm is introduced here. Pruning algorithm is a post-processing stage that applied to binary image (detected edge map). It is useful where there are similar edge maps such as multisresolution levels of an image, and we want to fuse them. In pruning algorithm, a binary frame with the complete edge and also with the high polluted noise is chosen as the initial edge image. Other frames are used to improve edges in the initial edge image.

This algorithm uses $W_1^2(x, y)$ as a basic edge frame. In this process, all the detected points in $W_1^2(x, y)$ are considered as candidate edges and tries to remove false edges by searching the neighborhood of pixels in other frames like $W_2^2(x, y)$ or $W_3^3(x, y) \times W_2^2(x, y)$ kills noise and details simultaneously. So in high polluted images another algorithm is essential to pick up good characteristics of $W_1^2(x, y)$ such as TPR and F and pick up good characteristics of $W_2^2(x, y)$ or $W_3^3(x, y) \times W_2^2(x, y)$ such as FPR and PREC to improve the edge detection criteria and handles a reasonable response. This algorithm must be applied as a post-processing to result edges, i.e. wavelet coefficients after a thresholding process. An improved edge detection algorithm named pruning algorithm is introduced here. Pruning algorithm is a post-processing stage that applied to binary image (detected edge map). It is useful where there are similar edge maps such as multisresolution levels of an image, and we want to fuse them. In pruning algorithm, a binary frame with the complete edge and also with the high polluted noise is chosen as the initial edge image. Other frames are used to improve edges in the initial edge image.

5. Improved Algorithm

In the previous section, we saw that $W_1^1(x, y)$ (traditional wavelet edge detection) was useful in low noise condition and had good results in parameters listed in Table 1. But its drawback is the acting on the medium and high noise level. In other words, it is very sensitive to noise contaminating. In this condition, $W_1^1(x, y) \times W_2^2(x, y)$ or $W_1^2(x, y) \times W_3^3(x, y) \times W_2^2(x, y)$ is introduced as a method to refine noise. $W_1^1(x, y) \times W_2^2(x, y)$ and $W_1^2(x, y) \times W_3^3(x, y) \times W_2^2(x, y)$ are powerful to remove spurious responses where created by the noise. Their suppressing noise parameters such as D, FPR, PREC, $F_4$, and Accuracy have been better than $W_1^1(x, y)$ parameters.

But the edge quality was low, and it could detect only main and thick edges and had low TPR and Figure of merit criteria. $W_1^1(x, y) \times W_2^2(x, y)$ or $W_1^2(x, y) \times W_3^3(x, y) \times W_2^2(x, y)$ kills noise and details simultaneously. So in high polluted images another algorithm is essential to pick up good characteristics of $W_1^1(x, y)$ such as TPR and F and pick up good characteristics of $W_2^2(x, y)$ or $W_3^3(x, y) \times W_2^2(x, y)$ such as FPR and PREC to improve the edge detection criteria and handles a reasonable response. This algorithm must be applied as a post-processing to result edges, i.e. wavelet coefficients after a thresholding process. An improved edge detection algorithm named pruning algorithm is introduced here. Pruning algorithm is a post-processing stage that applied to binary image (detected edge map). It is useful where there are similar edge maps such as multisresolution levels of an image, and we want to fuse them. In pruning algorithm, a binary frame with the complete edge and also with the high polluted noise is chosen as the initial edge image. Other frames are used to improve edges in the initial edge image.
$W^2_0(x, y) \times W^5(x, y)$ is more than N, $p(i, j)$ is denoted as a real pixel, otherwise $p(i, j)$ in $W^2_0(x, y)$ changes to zero.

This algorithm applied to study images and results are shown in Fig 5 and Table 2.

![Wavelet Transform](image)

### Table 2. Statistical results of the applied pruning algorithm

<table>
<thead>
<tr>
<th>F</th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W^1_0$</td>
<td>0.437</td>
<td>0.449</td>
<td>0.442</td>
</tr>
<tr>
<td>$W^1_0 \times W^1_0$</td>
<td>0.641</td>
<td>0.65</td>
<td>0.645</td>
</tr>
<tr>
<td>$W^1_0 \times W^1_0 \times W^1_0$</td>
<td>0.732</td>
<td>0.737</td>
<td>0.734</td>
</tr>
<tr>
<td>Improved</td>
<td>0.7677</td>
<td>0.7691</td>
<td>0.7655</td>
</tr>
</tbody>
</table>

### 6. Conclusions

An efficiency edge detection algorithm to remove spurious noise based on nth order derivative of Gaussian wavelet is presented in this paper. To approach the goal, first a new set of wavelet bases is introduced. After that, a new algorithm based on the wavelet coefficients multiplication is presented. We showed that how the use of higher order of Gaussian derivations can improve edge detection criteria. Our algorithm is applied to noisy binary and grayscale images in order to verify the efficiency of the proposed scheme for these two types of images and the results are carried out in both visual and statistical data. The results are compared with the traditional wavelet transform edge detection and investigated edge detection parameters. Our method has two freedom parameters (nth order derivative and the scale) to compare the basic Gaussian wavelet edge detection, which has a single parameter (scale) to adjust the resolution and noise refining. Finally, a neighborhood searching algorithm as a post processing stage is applied to improve the proposed method. The experimental results verified that our scheme is capable of improving image criteria on demand.
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Abstract
Clutter usually has negative influence on the detection performance of radars. So, the recognition of clutters is crucial to detect targets and the role of clutters in detection cannot be ignored. The design of radar detectors and clutter classifiers are really complicated issues. Therefore, in this paper aims to classify radar clutters. The novel proposed MLP-based classifier for separating radar clutters is introduced. This classifier is designed with different hidden layers and five training algorithms. These training algorithms consist of Levenberg-Marquardt, conjugate gradient, resilient backpropagation, BFGS and one step secant algorithms. Statistical distributions are established models which widely used in the performance calculations of radar clutters. Hence In this research, Rayleigh, Log normal, Weibull and K-distribution clutters are utilized as input data. Then Burg’s reflection coefficients, skewness and kurtosis are three features which applied to extract the best characteristics of input data. In the next step, the proposed classifier is tested in different conditions and the results represent that the proposed MLP-based classifier is very successful and can distinguish clutters with high accuracy. Comparing the results of proposed technique and RBF-based classifier show that proposed method is more efficient. The results of simulations prove that the validity of MLP-based method.

Keywords: Clutter; Classifier; Feature; Neural Network; Radar.

1. Introduction

The term radar is an abbreviation for radio detection and ranging. The rudimentary concept of radar system is inspired by echolocation animals such as bats and dolphins. Radar is a system which detects, locates and measures the speed of objects using echo electromagnetic waves. It transmits electromagnetic waves into environments and receives the echoes from objects. It is apparent that radar system is effected by progression of modern technology. This improvement makes the analysis of radar performance more complicated. Many negative factors can have destructive influences on radar performances. Clutter has really the most negative role on radar echo signals. Clutter is any unwanted signal which can disorder echoes from radar. Clutter can be reflected from any things such as lands, sea, forests, mountains and weather conditions. Because of stochastic and variable nature of clutters, radar specialists usually apply probability density functions for describing the traits of clutters. Gaussian, Weibull, Rayleigh, K-distribution and log-normal are most popular and widely used models. Adaptive techniques for detection, tracking and classification of clutters are very crucial. Artificial Neural Networks and Heuristic Algorithms have been used for radar signal processing which requires high capacity to match with different conditions. [1], [2], [3]

In the field of soft computing, Artificial Neural Networks\(^1\) is one of the most important methods. Its invention is inspired by the neurons of human brain. McCulloch and Pitts [4] were the first ones modeled mathematically the neural networks. The simplicity, low computational cost and high performance are some significant characteristics of this computational approach. Feed forward Neural Networks [5] are very popular tools among other kinds of Neural Networks. They receive data as inputs on one side and prepare outputs from other side by connections between neurons in various layers. Multi-layer perceptron\(^2\) [6,7] is the one type of feed forward neural networks. MLP has more than one perceptron in different layers. This helps it to solve nonlinear problems. Pattern classification [8], data prediction [9], pattern recognition, remote sensing and optimization are few applications of MLPs. The amazing trait of MLPs is learning [10]. Similar to human brain, MLPs have aptitude to learn from experiences. This part is common in all neural networks. Back Propagation algorithms are the instances of learning algorithms which are widely used with MLPs.

As mentioned, Neural Networks and Soft computing algorithms have been used successfully for radar signal

\(^1\) ANN
\(^2\) MLP
processing. Authors in [11] classified various kinds of clutters. They tried to categorize birds, weather and ground clutters. Their data was obtained from Air Traffic Control. In fact, data were experimental were included the amplitude and phase of echo signals. Haykin et al in this reference extracted a set of best features which can differentiate among different clutter models. In reference [12] the radar target detection was done with Artificial Neural Network. Authors used Prony’s algorithm to extract time-domain target features. Multi-Layer Perceptron and the Self Organizing Maps were utilized. These networks had been tested and each network had been trained on a wide range of SNR and with various data to appraise the training invariant traits of each network. Authors in [13] considered radar signal detection using Artificial Neural Networks in just K-distributed environment. They tested two training algorithms. Back propagation and Genetic algorithms for an MLP structure were used. In [14] authors present the problem of detecting targets in simulated land clutter. The clutter was modeled by Weibull distribution. Authors in this reference tried to find a detection scheme to determine the target position easily. Because high-level clutter echoes were received, they proposed detection scheme based on Neural Network, where feedforward multilayer perceptron was used. Then, they compared their proposed scheme with a coherent detector commonly used for Weibull-distributed clutter and concluded the performance improvement achieved by using their proposed method. Reference [15] described the classification of radar returns Sea and ground clutters. Authors first explained an analysis of radar clutter data to validate the K amplitude distribution and the autoregressive modelling of the spectrum. Then, they briefly introduced a multi-layer neural network classifier. The Neural Network inputs were included the shape parameter of the K-distribution, the magnitude and the phase of the poles and the reflection coefficients which were calculated by using the Burg’s algorithm. In [16] authors aimed to improve the detection radar performance in presence of snow clutter. They extracted suitable features which were occupied to separate targets and snow clutter. A Bayes classifier, a multilayer perceptron and a radial basis function network were tested and compared. In this paper, we classify the different types of radar clutters. The general procedure of this classification is shown in Fig.1.

![Classifier Diagram](image)

Fig. 1. the general procedure of classification of radar clutters

In This paper, we use MLP method to classify four different kinds of clutters. We use five different training algorithms to form our neural networks. Using four clutters and different training algorithms were novel concepts and it was not done in any papers. We compared MLP and RBF to show that MLP is more suitable for clutter data. Fortunately the results prove this issue. These Three characteristics are the preferences of our paper.

This paper has following procedure: first radar clutter models which they are used as input data are introduced. Rayleigh, Log normal, Weibull and K-distribution clutters are modeled. In section 3, three suitable features for clutter data are described. Burg’s reflection coefficients, Skewness and kurtosis are these three features. In next part, MLP as classifier is explained and 5 training algorithms for MLP-based classifier is described. Section 5 represents some results of simulations. These results show the validity of proposed MLP-based classifier. In this part also the results of simulations are compared with results of RBF-based classifier. In the last part, the conclusions of simulations and this research are mentioned.

2. Radar Clutter Models

This section introduces radar clutter models. These models can be used for sea and land and weather. Because clutters are variable and random echoes, statistical distributions are used to describe the characteristics of clutters.

2.1 Rayleigh Distribution

The probability density distribution function of Rayleigh distribution [17] is

\[
f(x) = \frac{x}{\sigma_0} e^{-\frac{x^2}{2\sigma_0^2}}, \quad x \geq 0\tag{1}\]

Where \(x\) is clutter amplitude, \(\sigma_0\) is standard deviation of clutter. The distribution function is

\[
F(x) = 1 - e^{-\left(\frac{x}{\sigma_0}\right)^2}\tag{2}
\]

In order to well describe the relationship of parameter \(\sigma_0\) and environment, let \(\sigma_0 = \frac{\sigma}{\lambda_0}\) into (1), we can get:

\[
f(x) = \frac{x\lambda_0}{\sigma^2} e^{-\frac{x^2\lambda_0^2}{2\sigma^2}}, \quad x > 0\tag{3}
\]

Where \(\lambda_0\) is radar wavelength. Fig. 2 shows Rayleigh distribution with different parameters.

![Rayleigh PDF with different parameters](image)

Fig. 2. Rayleigh PDF with different parameters
2.2 Weibull Distribution

Weibull distribution is used usually for modeling of clutter in low grazing angle. It can be used as weather, sea and land clutter. Weibull density function is:

\[ f(x) = \frac{\beta}{c} x^{\beta-1} \exp\left(\frac{-x}{c}\right) \quad ; \quad x \geq 0 \quad (4) \]

Where \( \beta \) is shape parameter and \( c \) is scale parameter. Weibull distribution with different parameters is shown in Fig. 3.

![Weibull PDF with different parameters](image)

Fig. 3. Weibull PDF with different parameters

2.3 K-distribution

This probability distribution for modeling the statistics of clutter is described as a compound distribution that consists of two components the local power and the speckle component. The K-distribution [18] probability density function describing amplitude \( x \) is

\[ f(x) = \frac{2^\nu}{\Gamma(\nu)} \frac{x^{\nu-1}}{(1 + b^2x^2)^{\nu+1}} K_{\nu-1}(2\sqrt{b^2x^2}) \quad (5) \]

This is characterized by a scale parameter, \( b \), and a shape parameter, \( \nu \). In Fig. 4 K-distribution with different shape parameters is shown.

![K PDF with different shape parameters](image)

Fig. 4. K-distribution PDF with different shape parameters

2.4 Log Normal Distribution

One of the first models used to describe non Rayleigh clutters was Log normal [19] because it has longer tail than Rayleigh. In the Log normal probability density function the clutter echo power which is expressed in decibel (dB) is Gaussian. The log normal probability density function is:

\[ f(x) = \frac{1}{s\sqrt{2\pi x}} \exp\left(\frac{1}{2s^2} (\ln x - x_m)^2 \right) \quad x \geq 0 \quad (6) \]

Where \( s \) is standard deviation and \( x_m \) is average of \( x \). Fig. 5 shows the variations of log normal pdf when ‘s’ changes and \( x_m = 1 \).

![Log normal PDF](image)

Fig. 5. Log normal PDF with \( x_m = 1 \)’ and different values of ‘s’

3. Feature Extraction

Feature extraction plays an essential role in each classification problems. It is necessary to extract the set of features which can be applied to distinguish the members of input types. The study of clutter statistical features has been performed to recognize the most suitable set to be used as classifier inputs. This is suitable way for controlling the computational cost and improving the capabilities of classifiers. In this paper we have considered four statistical distributions such as Log normal, Rayleigh, Weibull and K-distribution for classification. We use three features for radar clutters.

Skewness and kurtosis as high order moments and Burg reflection coefficients which are described below.

3.1 Burg Reflection Coefficient

Burg’s reflection coefficients [20] are utilized as spectral features for clutters. These coefficients are obtained from maximum entropy method (MEM) of spectral analysis [21].

The coefficients arise out of the lattice implementation of the prediction error filter (PEF) which attempts to minimize the prediction error power at each stage. This minimization results in a whitening filter and as such the reflection coefficients represent incremental predictable information extracted from the time series at each stage. Therefore we use burg’s reflection coefficients to extract the best features. These coefficients are defined as [22]:

\[ \rho_m = \frac{-2 \sum_{k=1}^{K} \sum_{k=m+1}^{K} f_{m-1}(k) b_{m-1}(k-1)} {\sum_{k=1}^{K} \sum_{k=m+1}^{K} f_{m-1}(k) + \sum_{k=m+1}^{K} b_{m-1}(k) - k} \quad (7) \]

Where \( f_{m}(k) \) and \( b_{m}(k) \) are the forward and backward prediction errors. They are obtained as:

\[ f_{m}(k) = f_{m-1}(k) + \rho_m b_{m-1}(k - 1) \quad (8) \]
The asterisk in equations (7) and (9) represent complex conjugation. For a specified index $i$, the prediction errors $f_{0,i}(k)$ and $b_{0,i}(k)$ are initialized with the input data as follows:

$$f_{0,i}(k) = b_{0,i}(k) = x_i(k)$$

(10)

For each of the L lattice filters, the index $i$ implies to $i^{th}$ time series part of length $K$. $m^{th}$ part of the prediction-error filter is also determined with $m$ and the $k^{th}$ sample in a time series is shown with $k$.

Although Burg’s reflection coefficients are features which are used for phase of clutter data but it is common to use magnitude of $\rho_i$ directly as the feature of amplitude of clutter data. So in this paper, we use $|\rho_i|$ as feature for our clutter data, because our input data are amplitude of log normal, Rayleigh, weibull and K-distribution.

3.2 Skewness and Kurtosis

In addition to mathematical description, Skewness and kurtosis have physical meanings [23]. The skewness represents the asymmetry of the distribution from its mean and kurtosis measures how peaky or flat with respect to Gaussian distribution.

In this paper we apply these two high order moment as the feature of amplitude of radar clutters. They are defined as:

$$Skewness(x) = \frac{\sum_{i=1}^{N} (x_i - \mu(x))^3}{\sigma^3}$$

(11)

$$Kurtosis(x) = \frac{\sum_{i=1}^{N} (x_i - \mu(x))^4}{\sigma^4}$$

(12)

Where $\mu$ refers to average and $\sigma$ shows the standard deviation of $x$.

4. Classifiers

This section explains the classifiers which are used in this paper.

4.1 Multi layer Perceptron Network (MLP)

In this paper, we have utilized MLP Neural Networks as classifiers. An MLP neural network includes various layers. An input layer of source nodes, one or more hidden layers of computation nodes (neurons) and output layers. It should be mentioned that each layer is fully connected to next one. Inputs are spread through the network layer by layer and MLP gives a non-linear mapping of the inputs at output layers. Fig.6 shows MLP topology [24]. The recognition basically consists of two training and testing phases. In training stage, weights are calculated according to the network errors with respect to the weights and biases. Learning algorithms and their speeds are very essential problems for MLP. The aim of training is to minimize the global error (E) which is defined as:

$$E = \frac{1}{P} \sum_{p=1}^{P} E_p$$

(13)

Where $P$ is the total number of training patterns and $E_p$ is the error for training pattern $(p)$. $E_p$ is obtained by below formula:

$$E_p = \frac{1}{2} \sum_{i=1}^{N} (t_i - o_i)^2$$

(14)

Where $N$ is the total number of output neurons, $t_i$ is the network output at the $i^{th}$ output neuron and $o_i$ is the target output at the $i^{th}$ output neuron. In every training algorithm, the objective is to decrease this global error by adjusting the weights and biases.

One of the popular learning algorithm is Back Propagation (BP) [25]. In BP, a simple gradient descent algorithm updates weight values by using following formula [26]:

$$w_{k+1} = w_k - a_k \cdot g_k$$

(15)

Where, $g_k$ is the current gradient, $a_k$ is learning rate and $w_k$ is the vector of current weights.

Although BP is still popular, in some conditions, BP network classifiers generate non-robust responses and converge to local minimum. New algorithms have been introduced for training stage. However, some algorithms needs much computing power to get good training especially when dealing with a large training set.

In this paper following learning algorithms are considered.

4.1.1 Levenberg-Marquardt Algorithm

The objective of designing Levenberg-Marquardt (LM) algorithm was to achieve second order training speed without having to calculate the Hessian matrix [26]. When the performance function has the form of a sum of squares, then then Hessian matrix can be approximated from following formula:

$$H = J^T J$$

(16)

And also gradient is calculated as:

$$g = J^T e$$

(17)

Where $J$ is the Jacobian matrix, which consists first derivatives of the network errors with respect to the weights and biases, and $e$ is a vector of network errors.

The Levenberg-Marquardt algorithm [27] utilizes this approximation to the Hessian matrix in the following Newton-like update:
\[ w_{k+1} = w_k - [J^T J + \mu I]^{-1} J^T e \]  

(18)

Where \( f \) is jacobian matrix, \( e \) is a vector of network errors and \( \mu \) is a constant.

### 4.1.2 Conjugate Gradient Algorithm

The basic back propagation algorithm controls the weights in the steepest descent direction (the most negative of the gradients). This is the direction in which the performance function is declining very quickly. Though the function declines most swiftly along the negative gradient, this does not necessarily generate the fastest convergence. In the conjugate gradient algorithms, searching is done along conjugate directions, which converge faster than steepest descent directions.

Conjugate gradient algorithms commence by searching in the steepest descent direction on the first iteration.

\[ p_0 = -g_0 \]  

(19)

A line search is then done to choose optimal distance to move along the current search direction:

\[ w_{k+1} = w_k + \alpha_k p_k \]  

(20)

Then the next search direction is chosen so that it is conjugate to previous search directions. Combining the new steepest descent direction with the previous search direction is popular method for determining the new search direction:

\[ p_k = -g_k + \beta_k p_{k-1} \]  

(21)

The way in which \( \beta_k \) is computed with Fletcher-Reeves update as:

\[ \beta_k = \frac{g_k^T s_k}{s_{k-1}^T s_{k-1}} \]  

(22)

Above formula is the ratio of the norm squared of the current gradient to norm squared of the previous gradient [28].

### 4.1.3 Resilient Back-Propagation (RPROP) Algorithm

RPROP considers the sign of derivatives as the indication for the direction of the weight update [29]. In doing so, the size of the partial derivative does not influence the weight step. The following equation shows the adaptation of the update values of \( \Delta_{ij} \) (weight changes) for the RPROP algorithm. For initialization, all \( \Delta_{ij} \) are set to small positive values:

\[ \Delta_{ij}(t) = \begin{cases} 
\eta^+ \Delta_{ij}(t-1); & \text{if } \frac{\delta E}{\delta w_{ij}}(t-1) > 0 \\
\eta^- \Delta_{ij}(t-1); & \text{if } \frac{\delta E}{\delta w_{ij}}(t-1) < 0 \\
\eta^0 \Delta_{ij}(t-1); & \text{otherwise} 
\end{cases} \]  

(23)

Where \( \eta^0 = 1 \), \( 0 < \eta^- < 1 < \eta^+ \) and \( \eta^{-i,j} \) are known as the update factors. Whenever the derivative of the corresponding weight changes its sign, it implies that the previous update value is too large and it has skipped a minimum. Therefore, the update value is then reduced \( \eta^- \) as shown above. However, if the derivative retains its sign, the update value is \( \eta^+ \) increased. This will help to accelerate convergence in shallow areas. To avoid over-acceleration, in the epoch following the application of \( \eta^+ \), the new update value is neither increased nor decreased (\( \eta^0 \)) from the previous one. Note that the values of \( \Delta_{ij} \) remain non-negative in every epoch. This update value adaptation process is then followed by the actual weight update process, which is governed by the following equations:

\[ \Delta_{ij}(t) = \begin{cases} 
- \Delta_{ij}(t); & \text{if } \frac{\delta E}{\delta w_{ij}}(t) > 0 \\
+ \Delta_{ij}(t); & \text{if } \frac{\delta E}{\delta w_{ij}}(t) < 0 \\
0; & \text{otherwise} 
\end{cases} \]  

(24)

Weight values are updated with below formula:

\[ w_{ij}(t + 1) = w_{ij}(t) + \Delta_{ij}(t) \]  

(25)

The update values and weights are changed every time the whole pattern set has been presented once to the network (learning by epoch).

### 4.1.4 BFGS Algorithm

Newton’s method is an alternative to the conjugated gradient methods for fast optimization. The basic step of Newton’s method is:

\[ w_{k+1} = w_k - A^{-1} g_k \]  

(26)

Where \( A_k \) is the Hessian matrix of performance index at the current values of the weights. Because of high computational cost of the Hessian matrix, usually some of algorithms which don not need to the computation of second derivatives are introduced. These are called Quasi-Newton (or secant) method. The quasi-Newton method, which has been most successful in published studies, is the Broyden, Fletcher, Goldfarb and shanno (BFGS) update [30].

### 4.1.5 One Step Secant (OSS) Algorithm

The one step secant (OSS) method is an attempt to bridge the gap between the conjugate gradient algorithms and the quasi-Newton algorithms. OSS algorithm does not save the complete Hessian matrix, it assumes that at each iteration, the previous Hessian was the identity matrix.

### 4.2 Radial Basis Function (RBF) Network

Radial basis function neural networks (RBFN) are popular tools for multivariate approximation, time series forecasting, image processing, speech recognition, classification and etc., since their properties of localization, robustness and stability [31]. The basic structure of a RBFN is a two layer, feed-forward network in which the activation functions of the neurons of the hidden layer are radial basis functions (RBF). Each hidden neuron calculates the distance from its input to the neuron’s central point, \( c \), and applies the RBF to that distance. The neurons of the output layer perform a weighted sum between the outputs of the hidden layer and weights of the links that connect both output and hidden layer, in other words linear function is existed between the hidden layer and the output layer:

\[ h_i(x) = \phi(||x - c_i||^2 / \tau_i^2) \]  

(27)
\[ f_j(x) = \sum w_{ij} h_i(x) + w_0 \]  \tag{28}

where \( x \) is the input, \( \phi \) is the RBF, \( c_i \) is the center of the \( i \)-th hidden neuron, \( r_i \) is its radius, \( w_{ij} \) is the weight links that connect hidden neuron number \( i \) and output neuron number \( j \), and \( w_0 \) is a bias for the output neuron.

The problem of automatic RBFN design is an important subject. The original regularization RBF theory, proposed that the number of basis functions should be equal to the number of training samples. The basis functions are centered on the training samples and the only unknown parameters are the linear weights, which can be determined efficiently by solving the system of linear equations. However, the resulting networks are complex and often ill-conditioned. Generalized RBFNs are designed with fewer nodes than there are samples in the training set, which results in less complex networks. However, the number of basis functions, their centers and widths, have to be determined. In this paper we have proposed an efficient method based on evolutionary RBF neural networks by implementing improved bees algorithm. The aim of this model is to fit a given data set with sufficient accuracy, and more importantly, generalizes well to unseen data while the neural network is maintaining a reasonable size.

5. Simulation Results

This section represents some of the simulation results of the proposed method for classification of radar clutters. We have used MATLAB as simulator.

In this paper, we design a classifier by using artificial neural networks. The first step in this classifier is producing suitable data set. As mentioned, our input data includes radar clutters. Because our works were done in university and educational environment, we do not access to real and experimental clutter data. So, like other papers, we generate clutters with SIRP and ZMN1 methods. These two methods are very common for generate clutter data. We produce 12000 clutter patterns. Log normal, Rayleigh, Weibull and K-distribution were four clutters which are simulated. Our input data were included:

a) Log normal: 3000 patterns with unity mean and standard deviation equal to 0.9.

b) Rayleigh: 3000 patterns with unity standard deviation

c) Weibull: 3000 patterns which its shape parameter is 1.8 and scale parameter is 1.2.

d) K-distribution: 3000 patterns with shape parameter equal to 2 and unity scale parameter.

After generation of input data, we extract their suitable features. In this simulation, we use skewness and kurtosis and \( |\mu_1| \) as feature for clutter data.

Then we give these suitable input data to classifier based on MLP neural networks. We design various MLP classifier with different number of hidden layers and neurons. Another characteristic of our work is that we train our data with different learning algorithms. Table 1 shows the list of algorithms which we use for training. In all conditions, we choose 8000 patterns of input data as training data and others 4000 patterns as test data. Since we prove that our proposed method is valid and has high accuracy, we compare it with RBF neural network. All results show that the proposed method has high accuracy.

Table 1: Five different training algorithms used for training of MLP neural networks

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Acronym</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resilient</td>
<td>RP</td>
</tr>
<tr>
<td>Scaled Conjugate Gradient</td>
<td>SCG</td>
</tr>
<tr>
<td>Broyden, Fletcher, Goldfarb and Shanno (BFGS) Quasi-Newton</td>
<td>BFGS</td>
</tr>
<tr>
<td>One Step Secant Quasi-Newton</td>
<td>OSS</td>
</tr>
<tr>
<td>Levenberg-Marquardt</td>
<td>LM</td>
</tr>
</tbody>
</table>

Because the results of artificial neural network are random, we repeat simulations for 10 iterations and put the average of values in following tables. Note that all of values in tables are respect to percentage. In these experiments, we test our proposed MLP-based classifier in various conditions. First, for different hidden layers which have various neurons we have examined our classifier. Theses simulation were done in four cases. In first case, classifier has two hidden layers which one of them has 20 neurons and another has 15 neurons. In second condition, MLP-based classifier also has two hidden layers but first layer has 50 and second one has 15 neurons. In two other cases, we design one hidden layer for classifier and in each layer are 25 or 35 neurons. All of these cases were repeated for 5 different training algorithms and MLP was trained by LM, RP, OSS, SCG and BFGS training algorithms. The results of all these four cases are shown in tables 2 to 5.

Table 2: confusion matrix of proposed MLP-based classifier with 2 hidden layers and (20*15) neurons

<table>
<thead>
<tr>
<th>Training algorithm</th>
<th>Rayleigh</th>
<th>Log normal</th>
<th>weibull</th>
<th>K dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM</td>
<td>Log normal</td>
<td>98.6%</td>
<td>0.4%</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>weibull</td>
<td>0.6%</td>
<td>6.4%</td>
<td>93%</td>
</tr>
<tr>
<td>K dist.</td>
<td>0.2%</td>
<td>0</td>
<td>0</td>
<td>99.8%</td>
</tr>
<tr>
<td>RP</td>
<td>Log normal</td>
<td>91.8%</td>
<td>2.3%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull</td>
<td>0.9%</td>
<td>89.7%</td>
<td>1.3%</td>
</tr>
<tr>
<td>K dist.</td>
<td>0.1%</td>
<td>1.6%</td>
<td>98.3%</td>
<td></td>
</tr>
<tr>
<td>BFGS</td>
<td>Log normal</td>
<td>94%</td>
<td>0.0%</td>
<td>6%</td>
</tr>
<tr>
<td></td>
<td>weibull</td>
<td>0.7%</td>
<td>10.1%</td>
<td>89.2%</td>
</tr>
<tr>
<td>K dist.</td>
<td>1.8%</td>
<td>0.5%</td>
<td>97.7%</td>
<td></td>
</tr>
<tr>
<td>OSS</td>
<td>Log normal</td>
<td>99%</td>
<td>0.0%</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>weibull</td>
<td>0.0%</td>
<td>8%</td>
<td>90.7%</td>
</tr>
<tr>
<td>K dist.</td>
<td>0.1%</td>
<td>2.3%</td>
<td>97.6%</td>
<td></td>
</tr>
<tr>
<td>SCG</td>
<td>Log normal</td>
<td>99.1%</td>
<td>0.0%</td>
<td>0.9%</td>
</tr>
<tr>
<td></td>
<td>weibull</td>
<td>0.0%</td>
<td>9.3%</td>
<td>90.4%</td>
</tr>
<tr>
<td>K dist.</td>
<td>0.4%</td>
<td>0.7%</td>
<td>98.9%</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. confusion matrix of proposed MLP-based classifier with 2 hidden layers and (30*15) neurons

<table>
<thead>
<tr>
<th>Training algorithm</th>
<th>Rayleigh</th>
<th>Log normal</th>
<th>weibull</th>
<th>K dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM</td>
<td>Rayleigh 95.4%</td>
<td>0</td>
<td>0</td>
<td>4.6%</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>94.5%</td>
<td>5.5%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 0.1%</td>
<td>6.4%</td>
<td>93.5%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>K dist. 0.3%</td>
<td>0.7%</td>
<td>99.2%</td>
<td>0</td>
</tr>
<tr>
<td>RP</td>
<td>Rayleigh 95.2%</td>
<td>0</td>
<td>0</td>
<td>3.6%</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>94.1%</td>
<td>5.9%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 0</td>
<td>9.2%</td>
<td>90.8%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>K dist. 1.2%</td>
<td>0</td>
<td>0.7%</td>
<td>98.1%</td>
</tr>
<tr>
<td>BFGS</td>
<td>Rayleigh 99.3%</td>
<td>0</td>
<td>0</td>
<td>0.7%</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>96.3%</td>
<td>3.7%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 0</td>
<td>7.9%</td>
<td>92.1%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>K dist. 0</td>
<td>1.4%</td>
<td>98.6%</td>
<td>0</td>
</tr>
<tr>
<td>OSS</td>
<td>Rayleigh 99.8%</td>
<td>0</td>
<td>0</td>
<td>0.2%</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>96.4%</td>
<td>3.6%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 0.1%</td>
<td>6.4%</td>
<td>93.5%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>K dist. 0.2%</td>
<td>0.4%</td>
<td>99.4%</td>
<td>0</td>
</tr>
<tr>
<td>SCG</td>
<td>Rayleigh 99.1%</td>
<td>0</td>
<td>0.2%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>92.5%</td>
<td>7.5%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 0.7%</td>
<td>8.2%</td>
<td>91.1%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>K dist. 0</td>
<td>0.1</td>
<td>0.2</td>
<td>99.7%</td>
</tr>
</tbody>
</table>

Table 4. confusion matrix of MLP classifier with 1 layer and 25 neurons

<table>
<thead>
<tr>
<th>Training algorithm</th>
<th>Rayleigh</th>
<th>Log normal</th>
<th>weibull</th>
<th>K dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM</td>
<td>Rayleigh 91.9%</td>
<td>0</td>
<td>6.2%</td>
<td>1.9%</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>92.4%</td>
<td>7.6%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 0.1%</td>
<td>7.3%</td>
<td>89.2%</td>
<td>3.4%</td>
</tr>
<tr>
<td></td>
<td>K dist. 0.6%</td>
<td>0.7%</td>
<td>98.7%</td>
<td>0</td>
</tr>
<tr>
<td>RP</td>
<td>Rayleigh 98.1%</td>
<td>0</td>
<td>0</td>
<td>1.9%</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>97.8%</td>
<td>2.2%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 1%</td>
<td>8.4%</td>
<td>90.6%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>K dist. 6.8</td>
<td>0</td>
<td>0</td>
<td>93.2%</td>
</tr>
<tr>
<td>BFGS</td>
<td>Rayleigh 99.2%</td>
<td>0</td>
<td>0</td>
<td>0.8%</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>98.8%</td>
<td>1.2%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 1.6%</td>
<td>0</td>
<td>90.2%</td>
<td>8.2%</td>
</tr>
<tr>
<td></td>
<td>K dist. 0</td>
<td>2.3%</td>
<td>0.4%</td>
<td>97.3%</td>
</tr>
<tr>
<td>OSS</td>
<td>Rayleigh 99.4%</td>
<td>0</td>
<td>0.1%</td>
<td>0.5%</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>96.1%</td>
<td>3.9%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 1.2%</td>
<td>5.3%</td>
<td>93.5%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>K dist. 0.4%</td>
<td>1.6%</td>
<td>98%</td>
<td>0</td>
</tr>
<tr>
<td>SCG</td>
<td>Rayleigh 99.8%</td>
<td>0</td>
<td>0.2%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>95%</td>
<td>5%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 0</td>
<td>6.6%</td>
<td>92.6%</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>K dist. 4.3%</td>
<td>0.3%</td>
<td>0</td>
<td>95.4%</td>
</tr>
</tbody>
</table>

Table 5. confusion matrix of proposed MLP-based classifier with 1 hidden layer and (35) neurons

<table>
<thead>
<tr>
<th>Training algorithm</th>
<th>Rayleigh</th>
<th>Log normal</th>
<th>weibull</th>
<th>K dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td>LM</td>
<td>Rayleigh 98.4%</td>
<td>0</td>
<td>0</td>
<td>1.6%</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>93.6%</td>
<td>6.4%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 1.1%</td>
<td>5.6%</td>
<td>93.3%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>K dist. 2.3%</td>
<td>0</td>
<td>97.7%</td>
<td>0</td>
</tr>
<tr>
<td>RP</td>
<td>Rayleigh 96.3%</td>
<td>0</td>
<td>0</td>
<td>3.7%</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>95.4%</td>
<td>4.6%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 0.5%</td>
<td>7.4%</td>
<td>92.1%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>K dist. 0</td>
<td>0</td>
<td>1.2</td>
<td>98.8%</td>
</tr>
<tr>
<td>BFGS</td>
<td>Rayleigh 99.8%</td>
<td>0</td>
<td>0</td>
<td>0.2%</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>94.7%</td>
<td>5.3%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>weibull 0</td>
<td>8.3%</td>
<td>91.1%</td>
<td>0.6%</td>
</tr>
<tr>
<td></td>
<td>K dist. 3.6%</td>
<td>0.6%</td>
<td>0</td>
<td>95.8%</td>
</tr>
<tr>
<td>OSS</td>
<td>Rayleigh 98.8%</td>
<td>0.8%</td>
<td>0</td>
<td>0.4%</td>
</tr>
<tr>
<td></td>
<td>Log normal 0</td>
<td>96.6%</td>
<td>3.2%</td>
<td>0.2%</td>
</tr>
<tr>
<td></td>
<td>weibull 8.4%</td>
<td>0</td>
<td>89.3%</td>
<td>2.3%</td>
</tr>
<tr>
<td></td>
<td>K dist. 0.6%</td>
<td>0.8%</td>
<td>0</td>
<td>98.6%</td>
</tr>
</tbody>
</table>

It is realizable from tables 2 to 5 that the proposed MLP-based classifier can separate radar clutters very successfully. Because in each case, the percentage of recognition of output is very high and all of them are almost more than 90%. These values prove the validity and accuracy of proposed technique.

For emphasizing on accuracy of proposed classifier, we compared it with RBF neural network. The confusion matrix of RBF-based classifier for radar clutters is shown in table 6. Although the results show that RBF-based classifier is also good but MLP-based classifier is much better than it and has a higher accuracy.

Table 6. confusion matrix of proposed RBF-based classifier

<table>
<thead>
<tr>
<th>RBF</th>
<th>Rayleigh</th>
<th>Log normal</th>
<th>weibull</th>
<th>K dist.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rayleigh 93.5%</td>
<td>1.1%</td>
<td>0</td>
<td>5.4%</td>
</tr>
<tr>
<td></td>
<td>Log normal 2.4%</td>
<td>89.3%</td>
<td>0</td>
<td>8.3%</td>
</tr>
<tr>
<td></td>
<td>weibull 0</td>
<td>0.6%</td>
<td>99.1%</td>
<td>0.3%</td>
</tr>
<tr>
<td></td>
<td>K dist. 1.4%</td>
<td>2.2%</td>
<td>4.9%</td>
<td>91.5%</td>
</tr>
</tbody>
</table>

In table 7, the comparison of results of proposed MLP-based method with different training algorithms and hidden layers with the results of RBF-based classifier are mentioned. The values of this table represent that proposed technique is more efficient.

Table 7. comparison of the accuracy of proposed MLP-based classifier and RBF-based classifier

<table>
<thead>
<tr>
<th>Hidden layers</th>
<th>Training algorithm</th>
<th>% Accuracy of classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>20*15</td>
<td>LM</td>
<td>96.15%</td>
</tr>
<tr>
<td>30*15</td>
<td></td>
<td>95.65%</td>
</tr>
<tr>
<td></td>
<td>BP</td>
<td>93.05%</td>
</tr>
<tr>
<td></td>
<td>RP</td>
<td>95.75%</td>
</tr>
<tr>
<td></td>
<td>20*15</td>
<td>93.32%</td>
</tr>
<tr>
<td></td>
<td>30*15</td>
<td>94.55%</td>
</tr>
<tr>
<td></td>
<td>OSS</td>
<td>95.6%</td>
</tr>
<tr>
<td></td>
<td>20*15</td>
<td>95.35%</td>
</tr>
<tr>
<td></td>
<td>30*15</td>
<td>96.75%</td>
</tr>
<tr>
<td></td>
<td>SCG</td>
<td>95.7%</td>
</tr>
<tr>
<td></td>
<td>RFB</td>
<td>96.225%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>93.35%</td>
</tr>
</tbody>
</table>
6. Conclusions

Classification of radar clutters is very essential issue in radar researches. So in this paper is tried to classify four important models of clutter. Rayleigh, Log normal, Weibull and K distribution are these four models. Since to decrease the complexity of the classifier, a feature extraction has been designed for providing the classifier inputs. The proposed MLP-based classifier could classify clutters successfully. The results show that more than 90%, the proposed classifier was successful. The results of proposed technique were compared with the results of RBF-based method. All results prove the validity of proposed method.

Future researches will be focused on radar clutter classification with other kinds of Neural Networks and Soft computing algorithms. We will improve the Neural Networks by using soft computing algorithms like Genetic and Ant Algorithms. In the next works we will use some other features which can describe clutters better.
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Abstract
Speech emotion signals are the quickest and most neutral method in individuals’ relationships, leading researchers to develop speech emotion signal as a quick and efficient technique to communicate between man and machine. This paper introduces a new classification method using multi-constraints partitioning approach on emotional speech signals. To classify the rate of speech emotion signals, the features vectors are extracted using Mel frequency Cepstrum coefficient (MFCC) and auto correlation function coefficient (ACFC) and a combination of these two models. This study found the way that features’ number and fusion method can impress in the rate of emotional speech recognition. The proposed model has been compared with MLP model of recognition. Results revealed that the proposed algorithm has a powerful capability to identify and explore human emotion.

Keywords: Speech Emotion Recognition; Mel Frequency Cepstral Coefficient (MFCC); Fixed and Variable Structures Stochastic Automata; Multi-constraint; Fusion Method.

1. Introduction
Emotion recognition refers to the ability of detecting humans’ feelings and conditions. It is also one of the most efficient methods of analyzing information collected from humans to identify the interaction between man and machines [1,2]. Most researches of recognition have focused either on its recognition or classification [3]. Seehapoch et al. have claimed that there are two elements in the speaker feeling including prosodic and spectral which may influence on speech emotion recognition since both of them contain emotional information [4]. Many researchers have tried to separate the speech features including pitch, energy, frequency, formant and vibration [5].

There are many debates regarding identification of speech emotion recognition about having insufficient knowledge for identification of speech sounds, lack of powerful database and even different accents and dialect expression. Hozjan et al. have assumed that there should be no difference in the culture of the speakers, so they ignored cultural changes in their behavior in analyzing problems associated with emotional speech recognition [6]. Cahn proved that acoustic features including intonation, sound quality and enumeration have powerful relationship with speech recognition [7].

To increase the rate of recognition, some researchers combined the extracted features for speech recognition.

Zhang et al. used the Gaussian mixture model (GMM), Mel frequency Cepstral coefficient (MFCC) and autocorrelation function coefficients (ACFC) in the feature extraction level. Their results indicated a suitable rate of recognition [8]. Similarly, Bojanic et al. employed a fusion method of speech emotion recognition to identify the speaker feelings through the use of neural network method [9]. Since identification of speech recognition is an important problem to extract speech meaning, this paper uses a special fusion method to classify emotional speech through using the parallel stochastic learning automata.

This paper introduces a new classification model which employs multi-constraints with the use of stochastic learning automata to recognize speech emotion. The rest of the paper is organized as follows. Section 2 discusses about feature extraction methods. The proposed method and stochastic learning automata are explained in sections 3 and 4, respectively. The test results and conclusion are given in sections 5 and 6, respectively.

2. Features Extraction
2.1 Mel Frequency Cepstrum Coefficients (MFCC)
One of the most important steps in speech emotion recognition is to extract suitable features. Speech features are divided into the four main groups and numerous
methods are introduced by researchers to obtain a powerful feature extractor. These four groups include speech continuous, qualitative, spectral and TEO based classes [4]. Price worked on the speech sound and energy features and grouped these under spectral classes [10]. MFCC algorithm is one of the efficient methods grouped under spectral features [10].

Many useful features can be extracted from the speech signals such as energy, MFCC (Mel frequency cepstral coefficients), LPC (linear predictive coding) and so on. This set of features has important information for discriminating different types of emotions [11] [12]. In this work, we have selected the MFCC to extract the emotional features [2,13]. This method includes the following mathematical approaches:

**Step 1- Pre-emphasize:**
The signal passes a filter of high frequency emphasized by equation (1) [14].
\[ Y[n] = X[n] - 0.95 \times X[n-1] \]  
(1)

**Step 2- Framing:**
To classify speech samples, analogue conversations are changed into digital conversations in small frames length of 20 to 40 ms.

The signal is divided in N frames. The speech signal is divided in N frames. Vicinity of separated frames by M is (M<N) where M=100 and N=256 [14].

**Step 3- Hamming Window:**
Windows are defined with W(n) and 0 \leq n \leq N-1. N is the number of samples in each frame and Y[n] is the output signal. Input signals are shown by X(n) and windowing results are shown in equations (2) and (3) [14].
\[ Y(n) = X(n) \times W(n) \]  
(2)
\[ w(n) = 0.54 - 0.4 \cos \left( \frac{2\pi n}{N} - 1 \right) \]  
(3)

**Step 4- Fast Fourier Transform:**
Each frame is changed into frequency amplitude from time amplitude with N. The Fourier Transform is used to reverse pulse complexity related to glottal U[n] and instigation of vocal tract H[n] in time domain and is calculated by equation (4). [14].
\[ y(w) = \text{FFT} [ h(t) \ast X(t)] = H(w) \ast X(w) \]  
(4)

**Step 5- Processing Mel Filter bank:**
Cepstral coefficients are mainly obtained from the output of a set of filter banks, which suitably cover the full range of defined frequency spectrum. Generally the set of 24 buffer filters were used, which are similar to human ear performance. Filters were placed along the frequency axes variably. More filters were allocated to part of the spectrum below 1 KHz since they have more information about sound. Filtering is referred to as conceptual weighting.

Filter outputs are a set of their filtered spectral components: equation (5) indicates calculation of Mel for given frequencies in Hz [14]:
\[ F(\text{mel}) = [2595 \times \log 10 (1 + f/700)] \]  
(5)

**Step 6- Cos transform:**
This step is a process of transferring Mel spectrum to time span using discrete Cosine transform (DCT). Results are Cepstral coefficients for Mel frequency and the set of coefficients are referred to as acoustic vectors [14]. The obtained features vector is put into the next step for partitioning. The block diagram for our recommended model is shown in fig 1.

**2.2 Auto Correlation Function Coefficients (ACFC)**
Auto Correlation Function of periodic signal generates a maximal value when the delay equals to the function cycle [8]. So, this method can find the maximum value pith period of the signal. The autocorrelation function calculated by equation 6:
\[ p(k) = \lim_{n \to \infty} \frac{1}{2N+1} \sum_{m=-N}^{N} x(m)x(m+k) \]  
(6)

Unvoiced signal and its autocorrelation function have no periodicity, and no significant peak. P (k) rapidly decays while k increases. Voiced signal has a quasi-periodicity, and its auto-correlation function P (k) has the same period with k [8].

**3. Multi- constraint Partitioning**
In order to classify obtained features, the MFCC features are used to allocate collected features of speech emotion recognition signals to the groups with the highest similarity. The proposed model is an efficient approach to allocate P features vectors values obtained by MFCC, with the |P| elements, to N classes (N is the number of people in our database) where each class has Ni Nodes with the certain capacity (Ni the number of different actions of each person). This means that each set of feature vectors has limited capacity considering constraints on the connections. External and internal equations to explore limitations and relationships are presented here.

\[ X_{n,i} \text{ is an index which has a value of either 0 or 1 (} X_{n,i} \in \{0,1\} \text{) and if features vector } P_i \text{ is allocated to } N_{ii} \text{ node, then its quantity would be 1 otherwise it would be 0 [12].} \]

External relationship is said to be a node with the supposition that P_i has been allocated to this specific Node [12]. Then the
external connection of \( P_i \) process is then applied to all feature vectors for \( P_i, \sum_{|P|} (1 - X_{j,n})W_{i,j} \). If each \( P_i \) process is allocated to \( N_j \) node then \( X_{j,n} = 1 \) and this process has no participation with the above sum. Equation 7 calculates the external relationship of the nodes [12].

\[
\sum_{i=1}^{[P]} \sum_{j=1}^{[P]} (X_{i,n} - X_{j,n}X_{j,n})W_{i,j} \leq 1 \\
n = 1, ..., |N| \tag{7}
\]

The above formula divides features vectors sets into the subsets and adds the connection from one set to another. The only guiding quantity is that of \( w_{i,j} \) connection which indicates connection from \( P_i \) to the node \( P_j \) (remote features vectors which is not connected to the node). Such internal connection may therefore be obtained by a similar formula. However, by adding the connection to \( w_{i,j} \) feature vector to the node from remote feature vector the result of which would be equation (8), [12].

\[
\sum_{i=1}^{[P]} \sum_{j=1}^{[P]} (X_{i,n} - X_{j,n}X_{j,n})W_{i,j} \leq 1 \\
n = 1, ..., |N| \tag{8}
\]

The set of limitations in equation (8), limits the total calculation time for feature vectors allocated to each node with normalized capacity of node. The set of limitations in equation (9) assures that each feature vector would be placed on one node only [12].

\[
\sum_{i=1}^{[N]} X_{i,n} \leq 1 \\
n = 1, ..., |N| \tag{9}
\]

\[
\sum_{i=1}^{[P]} X_{i,n} \leq 1 \\
n = 1, ..., |P| \tag{10}
\]

4. Stochastic Learning Automata

4.1 Fixed Structure Stochastic Automata (FSSA)

In an identification cycle, an automaton would select a behavior considering the reward and penalty received from the environment [15]. The automaton then uses the collected answer and the knowledge of former behavior toward defining the next measure. The objective of learning automaton is to perform an optimized measure beyond permitted behaviors. The automaton matches with the environment by learning optimal operation. The node with the most trespass from equation 7 - external connection for all vectors- is selected for pairing and computing of \( w_i \). A feature vector, for instance \( P_A \) elected randomly between feature vectors on the node considering experimental distribution from their \( r_i \) weight, is allocated to this node. The \( P_A \) feature vector randomly selects another \( P_B \) feature vector according to \( W_A \) distribution probability. The total feature vectors \( (P_A, P_B) \) are considered as a successful pair. If two feature vectors belong to the same node then those two feature vectors would receive a reward, unless their pairs are unsuccessful in which case both are penalized [15].

Learning samples modeled by learner automaton applications have been found in systems with insufficient knowledge about the environment and their startup. FSSA output functions and transfer do not change over time. The problem is based on the fact that a stable map of a subclass is obtained from learning automaton solutions and is used for solving object partitioning problems.

4.2 Variable Structure Stochastic Automata (VSSA)

VSSA are a replacement for FSSA and their transfer and output matrixes are changed in time [15,16,17]. VSSA are defined as a possible operation vector \( P(K) \) where \( P_i (K) \) is the possibility of \( i \)th operation in the set of \( A \) operation which is selected in \( K \) time from available \( |A| \) operations. As \( \sum P_i (K) = 1 \) for all \( K \), updating the law for possibility vectors would be continuous or discontinuous. The VSSA family has the quickest learning automaton convergence. Combining the VSSA family with automata for solving the specified problems will hopefully improve the speed of obtaining a solution [15,16,17]. The main characteristic of estimating algorithms is that they maintain estimations of possible rewards from each operation and use them in updating probability equations. In essence, an automaton selects an operation in the first step of the function cycle and produces the environment for answering the operation. Estimation of possible rewards for that operation is updated according to the estimating algorithm answer.

4.2.1 Discrete Generalized Pursuit Learning Automata (DGPA)

One of the problems of standard learning algorithms is their relatively slow convergence in selecting the optimum operation in static environments where several solutions have been introduced. These solutions are based on the disconnection of possibility space, in which the possibility of operation selection can pick only certain quantities in the range of \([0,1]\) [15,16,17]. An existing problem in new models is premature convergence of learning algorithms with non-optimized operations, which is rooted in the limitation of possibility space. To improve learning algorithms convergence, Thathachar and Sastry introduced a new route in estimator algorithms. The most important specification of these algorithms is maintaining a continuous estimation based on the possibility of receiving the reward for any operation, and using it to update automata equations. In other words, in the first step of an operation cycle, automata would select an operation and then produces an environmental response for it. According to this response, the estimating algorithm would present reward possibility estimation for
that operation. One group of estimating algorithms is called pursuit algorithms.

Pursuit algorithms are divided in two classes of continuous and discrete [18]. The difference between these two classes lies in updating the law for operation possibilities. According to results in [18], partitioning on the basis of pursuit automata with variable structure would only work for small classes. Therefore, this paper have been used the fusion of parallel discrete pursuit learning automata, that is defined in section 4.2.2, to solve multi-constraint problems.

4.2.2 Fusion of DGPA

Learning rate and convergence speed equivalence are important parameters in learning automata. The parallel operations method is considered to increase convergence speed in environment.

Equation (12) calculates the total response by simple summation:

$$q(k) = \sum_{j=1}^{n} \beta^i (k) = \sum_{j=1}^{n} q_i (k) \quad (12)$$

The output of fusion step is obtained by equation (13):

$$p_i(k + 1) = p_i(k) + \lambda \left( q_i(k) - q(k) \right) p_i(k)$$

$$, i = 1, \ldots, r \quad (13)$$

$\lambda \in (0,1)$ is learning parameter and $\lambda = \frac{\lambda}{n}$ is its normalized value. Considering computations in equation (13), $P(K)$ has been updated only once. The updated value of $p(k+1)$ is shared by all automata for selection of the next operation. This algorithm is suitable for n sizes and speeding up the rate of convergence.

5. Test Result and Conclusion

5.1 Dataset

The “Berlin Dataset of Emotional Speech” was used to train and test the algorithm in this paper [19,20]. The Berlin Dataset consists of 535 speech samples, consisting of German utterances related to emotions such as anger, disgust, fear, happiness, sadness, surprise, and neutrality, as performed by five male and five female voice actors. Each one of the ten professional actors expresses ten words and five sentences covering each of the emotional categories. The corpus was evaluated by 25 judges who classified each emotion with a score rate of 80%.

This Dataset was chosen for the following reasons: (i) the quality of its recording is very good and (ii) it is a public and popular Dataset of emotion recognition that is recommended in the literature [21]. This paper has used on the Berlin Dataset in order to achieve a higher and more accurate rate of recognition.

5.2 Lab Results

This paper introduces a new method of classification for speech emotion recognition. Signals are normalized and then fed to the MFCC and ACFC. After feature extraction by MFCC and ACFC, all features vectors are sent to the proposed classification model. Tables 1 to 7 indicate the experimental results on emotional speech signals.

Table 1. Speech emotion recognition using MFCC and single FSSA

<table>
<thead>
<tr>
<th>FSSA</th>
<th>ANGER</th>
<th>JOY</th>
<th>NEUTRAL</th>
<th>DISGUST</th>
<th>FEAR</th>
<th>SADNESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANGER</td>
<td>85.0</td>
<td>10.0</td>
<td>10.00</td>
<td>15.00</td>
<td>10.0</td>
<td>0.0</td>
</tr>
<tr>
<td>JOY</td>
<td>0.0</td>
<td>15.0</td>
<td>0.20</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>NEUTRAL</td>
<td>15.0</td>
<td>65.0</td>
<td>89.80</td>
<td>30.0</td>
<td>55.5</td>
<td>40.0</td>
</tr>
<tr>
<td>DISGUST</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>25.0</td>
<td>0.5</td>
<td>10.0</td>
</tr>
<tr>
<td>FEAR</td>
<td>0.0</td>
<td>10.0</td>
<td>0.0</td>
<td>5.0</td>
<td>20.0</td>
<td>22.0</td>
</tr>
<tr>
<td>SADNESS</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>25.0</td>
<td>10.0</td>
<td>28.0</td>
</tr>
</tbody>
</table>

Table 1 shows that the highest rate of emotional learning is 89.80 percent by using MFCC and FSSA learning models for the neutral state and 85% for the state of anger.
using the combination of MFCC, ACFC and fusion of FSSA single model. Therefore, it can be claimed that neutral state by 92.70% followed by joy, respectively. Table 3 presents the rates of speech emotion recognition by using the fusion of MFCC, ACFC and FSSA classification.

Table 2. Speech emotion recognition using ACFC single FSSA

<table>
<thead>
<tr>
<th>FSSA</th>
<th>ANGER</th>
<th>JOY</th>
<th>NEUTRAL</th>
<th>DISGUST</th>
<th>FEAR</th>
<th>SADNESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANGER</td>
<td>83.25</td>
<td>8.0</td>
<td>9.0</td>
<td>10.0</td>
<td>10.0</td>
<td>4.0</td>
</tr>
<tr>
<td>JOY</td>
<td>0.0</td>
<td>10.0</td>
<td>5.0</td>
<td>8.0</td>
<td>0.01</td>
<td>1.0</td>
</tr>
<tr>
<td>NEUTRAL</td>
<td>6.75</td>
<td>72.0</td>
<td>86.0</td>
<td>25.0</td>
<td>45.00</td>
<td>35.0</td>
</tr>
<tr>
<td>DISGUST</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>20.0</td>
<td>5.0</td>
<td>10.0</td>
</tr>
<tr>
<td>FEAR</td>
<td>0.0</td>
<td>10.0</td>
<td>0.0</td>
<td>9.0</td>
<td>20.0</td>
<td>21.0</td>
</tr>
<tr>
<td>SADNESS</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>28.0</td>
<td>10.0</td>
<td>29.0</td>
</tr>
</tbody>
</table>

Table 2 shows that the rate of emotional learning is 86.00% by using ACFC and FSSA learning models for the neutral state and 83.25% for the state of anger. By comparison of table 1 and table 2, the highest rate of recognition belongs to MFCC and FSSA.

To improve the rate of recognition, the fusion of MFCC and ACFC have been employed. Table 3 presents the rates of speech emotion recognition by using the fusion of MFCC, ACFC and FSSA.

Table 3. Speech emotion recognition using MFCC and ACFC with single FSSA

<table>
<thead>
<tr>
<th>FSSA</th>
<th>ANGER</th>
<th>JOY</th>
<th>NEUTRAL</th>
<th>DISGUST</th>
<th>FEAR</th>
<th>SADNESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANGER</td>
<td>86.0</td>
<td>8.5</td>
<td>9.0</td>
<td>19.0</td>
<td>10.0</td>
<td>0.0</td>
</tr>
<tr>
<td>JOY</td>
<td>1.0</td>
<td>15.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>NEUTRAL</td>
<td>13.0</td>
<td>67.0</td>
<td>91.0</td>
<td>25.0</td>
<td>40.0</td>
<td>44.5</td>
</tr>
<tr>
<td>DISGUST</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>30.5</td>
<td>5.0</td>
<td>5.5</td>
</tr>
<tr>
<td>FEAR</td>
<td>0.0</td>
<td>9.5</td>
<td>0.0</td>
<td>0.5</td>
<td>30.0</td>
<td>10.0</td>
</tr>
<tr>
<td>SADNESS</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>25.0</td>
<td>15.0</td>
<td>40.0</td>
</tr>
</tbody>
</table>

According to table 3, the highest and lowest rate of recognition belong to neutral and joy, respectively. Table 4 indicates the rate of emotional speech recognition using the combination of MFCC, ACFC and fusion of FSSAs learning model.

Table 4. Speech emotion recognition using the combination of MFCC, ACFC and fusion of FSSAs

<table>
<thead>
<tr>
<th>Fusion of FSSAs</th>
<th>ANGER</th>
<th>JOY</th>
<th>NEUTRAL</th>
<th>DISGUST</th>
<th>FEAR</th>
<th>SADNESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANGER</td>
<td>88.50</td>
<td>10.0</td>
<td>7.30</td>
<td>10.0</td>
<td>15.0</td>
<td>0.0</td>
</tr>
<tr>
<td>JOY</td>
<td>0.0</td>
<td>17.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>NEUTRAL</td>
<td>11.50</td>
<td>62.5</td>
<td>92.70</td>
<td>25.0</td>
<td>67.5</td>
<td>58.0</td>
</tr>
<tr>
<td>DISGUST</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>30.0</td>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>FEAR</td>
<td>0.0</td>
<td>10.5</td>
<td>0.0</td>
<td>1.0</td>
<td>17.0</td>
<td>22.0</td>
</tr>
<tr>
<td>SADNESS</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>25.0</td>
<td>0.0</td>
<td>20.0</td>
</tr>
</tbody>
</table>

According to table 4, the highest rate of recognition belongs to neutral state by 92.70% followed by anger with the value of 88.50%. Therefore, it can be claimed that FSSAs fusion algorithm gives better results than FSSA single model.

Table 5 shows the rate emotional speech recognition by using the combination of MFCC, ACFC and fusion of DGPAs classification method with two parallel processors.

Table 5. Speech emotion recognition using the combination of MFCC, ACFC and fusion of DGPAs with two parallel processors

<table>
<thead>
<tr>
<th>Fusion of DGP as with two parallel processors</th>
<th>ANGER</th>
<th>JOY</th>
<th>NEUTRAL</th>
<th>DISGUST</th>
<th>FEAR</th>
<th>SADNESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANGER</td>
<td>87.0</td>
<td>28.0</td>
<td>8.0</td>
<td>5.0</td>
<td>20.0</td>
<td>0.01</td>
</tr>
<tr>
<td>JOY</td>
<td>3.0</td>
<td>22.0</td>
<td>1.0</td>
<td>0.0</td>
<td>6.0</td>
<td>5.0</td>
</tr>
<tr>
<td>NEUTRAL</td>
<td>10.0</td>
<td>50.0</td>
<td>91.0</td>
<td>55.0</td>
<td>52.0</td>
<td>25.0</td>
</tr>
<tr>
<td>DISGUST</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>25.0</td>
<td>1.0</td>
<td>10.0</td>
</tr>
<tr>
<td>FEAR</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>5.01</td>
<td>21.0</td>
<td>15.0</td>
</tr>
<tr>
<td>SADNESS</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>35.0</td>
</tr>
</tbody>
</table>

Table 5 indicates that he highest rate of learning occurs in the neutral speech state with the identification rate of 91%.

Table 6 shows the rate emotional speech recognition by using the combination of MFCC, ACFC and fusion of DGPAs classification method with two parallel processors.

Table 6. Speech emotion recognition using the combination of MFCC, ACFC and fusion of DGPAs with three parallel processors

<table>
<thead>
<tr>
<th>Fusion of DGP as with three parallel processors</th>
<th>ANGER</th>
<th>JOY</th>
<th>NEUTRAL</th>
<th>DISGUST</th>
<th>FEAR</th>
<th>SADNESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANGER</td>
<td>89.00</td>
<td>15.0</td>
<td>7.10</td>
<td>5.0</td>
<td>0.0</td>
<td>10.0</td>
</tr>
<tr>
<td>JOY</td>
<td>0.0</td>
<td>8.0</td>
<td>0.0</td>
<td>5.0</td>
<td>0.0</td>
<td>15.0</td>
</tr>
<tr>
<td>NEUTRAL</td>
<td>11.00</td>
<td>62.0</td>
<td>92.90</td>
<td>50.0</td>
<td>60.0</td>
<td>24.3</td>
</tr>
<tr>
<td>DISGUST</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>20.0</td>
<td>9.0</td>
<td>10.0</td>
</tr>
<tr>
<td>FEAR</td>
<td>0.0</td>
<td>15.0</td>
<td>0.0</td>
<td>10.0</td>
<td>20.50</td>
<td>15.0</td>
</tr>
<tr>
<td>SADNESS</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>10.0</td>
<td>50.10</td>
<td>25.7</td>
</tr>
</tbody>
</table>

According to table 6 the highest rate of emotional speech recognition belong to the proposed model in neutral emotion by 92.90%. Table 7 indicates speech emotion recognition using the combination of MFCC, ACFC, and three layers MLP methods to classify the feature’s vector [14].

Table 7. Speech emotion recognition using the combination of MFCC, ACFC and three layer MLP

<table>
<thead>
<tr>
<th>Fusion of DGP as with three parallel processors</th>
<th>ANGER</th>
<th>JOY</th>
<th>NEUTRAL</th>
<th>DISGUST</th>
<th>FEAR</th>
<th>SADNESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANGER</td>
<td>85.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>JOY</td>
<td>-</td>
<td>30.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NEUTRAL</td>
<td>-</td>
<td>-</td>
<td>87.50</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DISGUST</td>
<td>-</td>
<td>-</td>
<td>25.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FEAR</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>30.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SADNESS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10.0</td>
<td>-</td>
</tr>
</tbody>
</table>

According to table 7 the highest rate of emotional speech recognition by MLP classification belongs to neutral. But by comparing table 6 and table 7, the highest rate of speech emotion recognition belongs to the proposed model.
6. Conclusions

This paper introduces a new classification method based on multi-constraint partitioning by learning automata on emotional speech signals. We have used six emotional states (anger, joy, neutral, disgust, fear and sadness), on the Berlin dataset, and the simulation environment has been MATLAB 2014. The proposed model consists of two main parts: feature extraction and classification. In feature extraction part, the proposed model used the combination of MFCC and ACFC models. In the part of classification multi-constraint partitioning, different type of learning automata are used including variable structure, fixed structure learning automata and DGPA.

According to experimental results, each model of classification has some disadvantages such as poor learning speech and low performance. Therefore we introduced a fusion model of learning automata with different number of parallel processors. Experimental result shows that the combination of MFCC, ACFC and fusion of DGPA with three parallel processors has a higher performance on emotional speech signals than other methods.

Also, by comparison between tables 1 to 6 we have found that the highest rate of speech emotion recognition belong to neutral emotion. Although the proposed model have been compared by MLP model.
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Abstract

Wireless sensor networks (WSNs) are formed by numerous sensors nodes that are able to sense different environmental phenomena and to transfer the collected data to the sink. The coverage of a network is one of the main discussion and one of the parameters of service quality in WSNs. In most of the applications, the sensor nodes are scattered in the environment randomly that causes the density of the nodes to be high in some regions and low in some other regions. In this case, some regions are not covered with any nodes of the network that are called covering holes. Moreover, creating some regions with high density causes extra overlapping and consequently the consumption of energy increases in the network and life of the network decreases. The proposed approach causes an increase in life of the network and an increase in it through careful selection of the most appropriate approach as cluster head node and form clusters with a maximum length of two steps and selecting some nodes as redundancy nodes in order to cover the created holes in the network. The proposed scheme is simulated using MATLAB software. The function of the suggested approach will be compared with Learning Automata based Energy Efficient Coverage protocol (LAEEC) approach either. Simulation results shows that the function of the suggested approach is better than LAEEC considering the parameters such as average of the active nodes, average remaining energy in nodes, percent of network coverage and number of control packets.

Keywords: Wireless Sensor Networks; Clustering; Network Coverage; Covering Holes; Energy Efficient.

1. Introduction

Recent technological advancements in the realm of micro-electro-mechanical systems (MEMS), wireless telecommunications and digital electronics led to the production of sensors which are cheap, low-power and compact. These sensors can fulfill multi-functions such as monitoring and surveilling environments in unprotected areas and carry out telecommunication operations. Indeed, these sensors can accomplish different functions such as sensing, data processing and transmitting information which establish the rationale behind wireless sensor networks (WSNs) [1, 5, 7, 8, 24, 28]. WSNs consist of a high number of sensor nodes which are closely distributed with high density within a phenomenon. In general, there is no need for continuous monitoring of the location and position of sensor nodes; neither is it required to predetermine their locations [4, 6, 9-11]. Hence, these nodes can be randomly arranged and set in the network environment. This feature expands the application and use of WSNs to remote or dangerous areas where they can be used with minimum surveillance and monitoring. For achieving this purpose, protocols of WSNs should have the capability of self-organization. That is, the protocols and algorithms operated on WSNs are managed by the sensors themselves. Instead of transmitting all the raw data to the sink node, each sensor node has a processor which can process the data in a limited way; then, it can transmit the semi-processed data to the sink node. Since lots of sensor nodes with high-density are used in an environment, they might be very close to one another. Thus, it can be assumed that multi-hop communications can transmit data to the sink by using less power and energy than the single-hop communications. In contrast with the traditional wired networks, on the one hand, configuration and makeup costs are reduced in WSNs; on the other hand, instead of installing thousands of meters of wire, only tiny sensors the size of about a few cubic centimeters have to be distributed in the environment. By merely adding some nodes, these networks can be extended and there is no need for complex reconfiguration. One of the most important challenges in WSNs is phenomenon and area coverage [12-20]. Indeed, the method proposed in this paper is a cluster-based method for network. In this method, the maximum length of clusters was considered to be two hops which led to the reduction of hop length. Hence, the algorithm is executed within the cluster rather than being executed by all the hops. Consequently, the network can reach a steady and stable state earlier and its coverage begins earlier.

The rest of the paper is organized as follows. Section 2 briefly reviews related work on existing methods about Coverage and Energy issues. In Section 3, the proposed area
coverage algorithm is presented. Section 4 shows the performance of the proposed algorithm through simulation experiments and comparison with the existing methods. Section 5 concludes the paper.

2. Related Work

Recently, many important related works in area coverage have proposed for WSNs [21-25]. The connected dominating set (CDS) [11] concept has recently emerged as a promising approach to the area coverage in WSN. However, the major problem affecting the performance of the existing CDS-based coverage protocols is that they aim at maximizing the number of sleep nodes to save more energy. This places a heavy load on the active sensors (dominators) for handling a large number of neighbors. The rapid exhaustion of the active sensors may disconnect the network topology and leave the area uncovered. Therefore, to make a good trade-off between the network connectivity, coverage, and lifetime, a proper number of sensors must be activated. Paper [11] presents a degree-constrained minimum-weight extension of the CDS problem called Degree-constrained CDS (DCDS) to model the area coverage in WSNs. The proper choice of the degree-constraint of DCDS balances the network load on the active sensors and significantly improves the network coverage and lifetime. A learning automata-based heuristic named as LAEEC [11] is proposed for finding a near optimal solution to the proxy equivalent DCDS problem in WSN. The computational complexity of the proposed algorithm to find a $\frac{1}{1-e}$ optimal solution of the area coverage problem is approximated.

In energy-limited wireless sensor networks [3], network clustering and sensor scheduling are two efficient techniques for minimizing node energy consumption and maximizing network coverage lifetime. When integrating the two techniques, the challenges include how to decide the most energy-efficient cluster size and how to select cluster heads and active nodes. [3] paper provide a computation method for the optimal cluster size to minimize the average energy consumption rate per unit area. In the proposed coverage-aware clustering protocol, define a cost metric that favors those nodes being more energy-redundantly covered as better candidates for cluster heads and select active nodes in a way that tries to emulate the most efficient tessellation for area coverage.

An energy-aware distributed unequal clustering protocol in multi-hop heterogeneous wireless sensor networks [23] is proposed. It elects cluster heads based on the ratio between the average residual energy of neighbor nodes and the residual energy of the node itself, and uses uneven competition ranges to construct clusters of uneven sizes. The cluster heads closer to the BS have smaller cluster sizes to preserve some energy for the inter cluster data forwarding, which can balance the energy consumption among cluster heads and prolong the network lifetime.

In [2], the authors provide a novel algorithm using trees and graph theory to detect and describe the existing holes in the region of interest. Simulation results show that the tree-based method can indicate the location, size, and shape of coverage holes accurately. Based on the results for hole detection, a tree-based healing method is also proposed. The method is divided into two phases, namely, hole dissection and optimal patch position determination. On [2] Results obtained from the experimental evaluation reveal that the proposed healing method can increase the coverage rate with only a few additional sensors compared to other related methods.

On connected target $k$-Coverage in heterogeneous wireless sensor networks in [26], focus on the connected target $k$-coverage (CTC$k$) problem in heterogeneous wireless sensor networks (HWSNs). A centralized connected target $k$-coverage algorithm (CCTC$k$) and a distributed connected target $k$-coverage algorithm (DCTC$k$) are proposed so as to generate connected cover sets for energy-efficient connectivity and coverage maintenance. To be specific, the proposed scheme in [26] aims at achieving minimum connected target $k$-coverage, where each target in the monitored region is covered by at least $k$ active sensor nodes.

In [27], the authors proposed an integrated and energy-efficient protocol for Coverage, Connectivity and Communication (C3). C3 protocol runs in six steps. 1. **Formation of rings**: The C3 protocol divides the network into virtual concentric rings, based on the communication range ($R_c$), using received signal strength indicator (RSSI) distance estimator. 2. **Formation of clusters**: A cluster head is selected alternately from even or odd numbered rings, in a round. 3. **Formation of dings**: A ding is a subsection of ring with a cluster head. The cluster head identifies the nodes which are at the distance of $\sqrt{3}R_c$ to form the ding. Therefore, there might be multiple dings inside a ring. 4. **Identification of redundant nodes**: C3 protocol uses triangular tessellation based on $Rs$ inside the dings to identify redundant nodes. The redundant nodes can enter into sleep state for a time duration of $T$. 5. **Establish connectivity**: C3 protocol establishes connectivity between neighboring nodes and cluster head. 6. **Communication**: Finally, in C3 protocol data are transmitted to the sink node with the help of cluster heads.

3. Proposed Work

Before introducing the novel proposed method, the drawbacks of LAEEC [11] method are first outlined and some solutions for sorting out those shortcomings by means of the proposed method are mentioned. In the LAEEC [11] protocol, the whole network nodes are fixed and are randomly distributed in the network. Also, the network is not clustered in this protocol. The way of executing the LAEEC [11] algorithm in the network is as follows. At first, one node is randomly selected by the
sink node; then, the algorithm is executed by the selected node. Then, the node selected by the sink randomly chooses another node for executing the algorithm. This procedure is repeated until all the respective nodes of the network execute the algorithm. This operation will cause delays in algorithm execution in the network. In LAEEC algorithm, the failure or death of a node has the role of cut-vertex which leads to the division of the network into two distinctive parts. Consequently, firstly, the algorithm is executed in an infinite loop by the nodes of the first area of the network and it is never ended, unless a specific time is considered for the execution of the algorithm. Secondly, due to the lack of communication between the first and second areas, the nodes of the second area are never selected by the nodes of the first zone for executing the algorithm. As a result, the algorithm is executed incompletely. Cut-vertex is a vertex of the graph which will lead to an increase in the number of the connective variables of graph if it is removed. In case the graph is connective before cut-vertex is removed, then, it will be non-connective after it is removed. Cut-vertex is of high significance in computer networks.

In the LAEEC [11] algorithm, a node might not be located within the coverage range of the last node which executes the algorithm; hence, it is not selected as the node for executing the algorithm. The unselected node will result in the placement of the algorithm in an infinite loop. It should be noted that any particular predictions were not considered for such unselected nodes. However, in the proposed method, since the network is clustered, there is no need for gauging and scaling all the nodes for algorithm execution. In case a node does not receive any messages from its neighbors within a specific time, it will announce itself as the cluster head.

One more shortcoming of the LAEEC [11] approach is that environment impact was used for rewarding actions but the selection of action was done randomly. Nevertheless, in the proposed method, when a node is gone due to failure or energy exhaustion, the cluster head and redundant node make choices based on the parameters of the node degree and the remaining energy of the node. The respective parameters and assumptions of the proposed method are discussed below.

### 3.1 Parameters and Assumptions used in the Proposed Method

Table 1 shows the parameters and their descriptions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S )</td>
<td>The set of homogenous nodes which are distributed in the network.</td>
</tr>
<tr>
<td>( S_u, S_v )</td>
<td>Two different nodes which are a subset of ( S ).</td>
</tr>
<tr>
<td>( S_C )</td>
<td>The set of cluster heads.</td>
</tr>
<tr>
<td>( CH_k )</td>
<td>Cluster head for the cluster number ( k ).</td>
</tr>
<tr>
<td>( S_m )</td>
<td>The set of the single-hop members of cluster.</td>
</tr>
<tr>
<td>( S_{2m} )</td>
<td>The set of the two-hop members of cluster.</td>
</tr>
<tr>
<td>( S(ni) )</td>
<td>The set of nodes which overlap with the ( n ) node.</td>
</tr>
<tr>
<td>( K )</td>
<td>The number of overlapping neighbors, in case a node has ( K ) overlapping neighbors, it can be regarded as a redundant node.</td>
</tr>
<tr>
<td>( C(ni) )</td>
<td>The set of nodes which have the minimum required coverage.</td>
</tr>
</tbody>
</table>

The node \( S_u \) will be regarded as the neighbor of \( S_v \) node if node \( S_u \) is located within the radio range of \( S_v \). In the following, the stages of the proposed method are described. It should be pointed out that the proposed method has the four stages of set-up, cluster head selection and cluster formation, identification of redundant nodes, gap detection and the movement of redundant nodes for covering the available gaps. The detailed description of each stage is given below.

### 3.2 Set-up

In this stage, a number of sensor nodes are randomly distributed in a two-dimensional space. These sensors have the capability of dynamicity. In the proposed method, it was assumed that each sensor node is aware of the geographical position by means of a Global Positioning System (GPS) machine or via other network positioning methods. It was assumed that all the sensor nodes are active in the network set-up stage. After sensors are distributed in the network, these sensors broadcast a hello message in the respective environment to identify all of their neighbors and transmit some data to them regarding their won state.

### 3.3 Selecting Cluster Head and Cluster Formation

In this stage, three messages are used which include the followings:

A. **State message**: using this message, each sensor transmits some information and data to their neighbors about their own state including node degree, the remaining energy, etc. for being selected as the cluster head.

B. **Cluster head (CH) message**: a node which considers itself as a cluster head candidate uses this message to announce its candidacy and some information about itself to neighbors.

C. **Join message**: each sensor node uses this message to introduce itself as the single-hop or two-hop member of a particular cluster head.

In this phase, an attempt is made to select cluster heads from the congested areas of the network. For achieving this objective, a variable called node degree was defined. Indeed, node degree refers to the number of single-hop neighbors of a node in the network. The way of measuring degree for each node is as follows. After network set-up stage and the deployment of the sensors in the intended environment, a set-up message is broadcast by the sink to all the network nodes. Upon receiving this message, each sensor node transmits its data to all of its neighbors within a random time interval from zero to \( T_{max} \). By receiving this message, each of the neighbors can...
determine their own degree by investigating the contents of the message. The reason for using a random time interval between zero and $T_{\text{max}}$ is to reduce collision while transmitting hello messages. In the next step, each sensor node waits for a specific time ($T_{\text{ath}}$) so that it can receive the message of cluster head candidacy from the closest cluster head candidate. In case it does not receive a message within a specific time interval, it will announce itself as the cluster head and will broadcast its cluster head message along with some other data about its state in the network. For selecting a node with the maximum degree as the cluster head, the $T_m$ time of this message in proportion to its degree should be measured based on Equation (1) [25].

$$T_{n_i} = a \cdot e^k \cdot \frac{\text{degree}(n_i)}{T_{\text{ath}}}$$

(1)

On equation (1) where $a$ is a constant coefficient and factor which should be arranged and adjusted in a way that $0 < T_{n_i} \leq T_{\text{max}}$.

it might happen that two nodes within the same area not only have higher degrees than their neighbors, but also they have the identical degrees. Hence, in that area, two nodes which are close to one another will simultaneously announce cluster head candidacy. Thus, instead of becoming members of one cluster head, some nodes become members of one cluster head and some other nodes become members of the other cluster head. Consequently, the number of clusters will increase in the area which contradict the objective of minimizing the number of clusters in the network. For sorting out this problem and selecting the most efficient node as the cluster head in the area, the remaining energy of the candidates are taken into consideration. As a result, equation (1) changes into equation (2) and the node with the highest remaining energy is selected as the cluster head. Hence, there will be only one cluster rather than two clusters in one area.

$$T_{n_i} = a \cdot e^k$$

(2)

And $k$ defined as Equation (3)

$$k = \frac{1}{\left(\frac{\text{degree}(n_i)}{E_{\text{init}}(n_i)} + \frac{E_{\text{res}}(n_i)}{E_{\text{init}}(n_i)}\right)}$$

(3)

Where in Equation (3), $E_{\text{init}}(n_i)$ is residual energy of node and $E_{\text{init}}(n_i)$ is the initial energy of node.

According to Equation (3), each sensor node should measure the valid threshold energy for cluster head before it announces itself as a candidate for cluster head. Hence, in case its remaining energy is less than the threshold value, it will consider $T_m$ as the maximum value so that it will not introduce itself as the cluster head as far as possible.

According to Equation (4), $L$ stands for the length of data and $\text{dist}(BS,S_i)$ denotes the distance between $S_i$ and the sink [25].

$$E_d(S_i) = L \times ((E_{\text{elec}} + E_{\text{DA}}) \times (S_i + 1) + \varepsilon_{\text{mp}} \times d(BS,S_i)^3) \times F_u$$

(4)

In the next stage, upon receiving the message about cluster head candidacy from the closest candidate node, it transmits a message and introduces itself as the member of that cluster head. Also, as the cluster head receives this message, it stores the data of the member node in its database and, from that moment, it regards it as a single-hop member. Furthermore, as the neighboring nodes of that single-hop member receive the cluster head candidacy message, they introduce themselves as the two-hop members of that cluster head. In general, single-hop and two-hop neighbors for one sensor are defined in the following way: if the distance between A and B sensors is less than $Rs$ and $d(A, B) = Rs$ is true, these two neighbors are single-hop neighbors of one another. In other words, these two nodes can directly communicate with each without intermediaries. If the distance between A and B nodes is in the way $Rs < dAB <= 2R_s$, A and B nodes are regarded as the two-hop neighbors and they can communicate with one another via the help of one single-hop neighbor.

After cluster heads are selected and network clusters are formed, cluster heads specify a certain time for each of their members for transmitting data; hence, each member should transmit its data to the cluster head only within the specified time interval. The time duration for data transmission by each member is announced by means of message to each of the other members. Thus, scheduling and time planning among the members which is managed by the cluster heads prevents data collision while transmitting data to the cluster head. For maintaining a balance for network load, re-clustering is carried out at the beginning of each cycle.

### 3.4 Identifying Redundant Nodes

In this stage, the cluster head identifies redundant and unnecessary nodes with regard to covering an area and, if possible, inactivates them. The merit of this action is that in case some nodes are destroyed in an area and the respective area covered by them is destroyed, the redundant nodes can be transmitted to such areas so as to cover them. Different methods have been proposed for determining redundant nodes. As shown in Figure 1, in the proposed method, 3-n polygons surrounded with a circle with $r$ radius were used for detecting redundant nodes.

![Fig. 1. 3 n-polygons surrounded within a circle with r radius were used for detecting redundant nodes.](image-url)
Redundant nodes are detected and identified throughout two stages in the following way:

A. Identifying single-hop redundant nodes by the cluster head:

1. In this step, the cluster head specifies certain nodes from among single-hop members which have \( c(ni) \) equal to or larger than \( k \) and stores their numbers in a temporary set \( S(ni) \). Then, their redundancies are determined through stages 2 and 3.
2. In this step, the cluster head selects a node like \( A \) from the \( S(ni) \) set with the lowest remaining energy as the redundant node.
3. After the selection of node as the redundant node, each active member of the \( S(ni) \) set with active members more than or equal to \( k \) will be also considered as a redundant node. This step will be repeated until no active node which is a member of \( S(ni) \) has the required conditions for being redundant. In case a redundant node is selected as the communication bridge between the cluster head and a node which is a member of a two-hop cluster, that node will be activated.

B. Identifying two-hop redundant nodes by the single-hop member nodes of the cluster

The steps for identifying two-hop redundant nodes are as follows:

1. In this step, each single-hop cluster member node specifies the nodes from among single-hop members with \( C(ni) \) sets which are greater or equal to \( k \) and stores them in the \( S(ni) \) temporary set. Then, it determines their redundancy through steps 2 and 3.
2. In this step, at first, single-hop member of the cluster head selects a node, namely \( A \) form the \( S(ni) \) set which has the lowest remaining energy as the redundant node.
3. Then, after the selection of \( A \) as the redundant node, if each active member of \( S(ni) \) has active \( C(ni) \) members which are greater than or equal to \( k \), that node will also be selected as the redundant node. The third step is repeated until no active \( S(ni) \) member has the required conditions for being redundant.

After the cluster is produced, the cluster head uses the information obtained from the single-hop and two-hop members of the cluster to identify the available gaps in the cluster and covers them by using redundant nodes. In the following section, the way of identifying gaps and covering them are discussed.

3.5 Identifying Gaps and the Movement of the Redundant Nodes for Covering Available Gaps

In this stage, as shown in Figure 2, the cluster head surrounds a hexagon within the circle of its radio range and measures the coordinates of the specified points on the hexagon. Then, it investigates whether the obtained points are covered by the single-hop members or not? In case these points are not covered by the single-hop members, they will be considered as gaps. If \( p \) variable is assumed to denote the number of inactive single-hop members of the cluster head which have been selected as redundant nodes, then, the cluster head can cover \( p \) of the gaps by means of the redundant inactive nodes. For instance, for covering two gaps, at least four redundant nodes should be used.

![Fig. 2. The cluster head surrounds a hexagon within the circle of its radio range](image)

3.6 Energy consumption model

Energy Consumption of the sensing device should be minimized and sensor nodes should be energy efficient since their limited energy resource determines their lifetime. The Energy consumption model should be measured based on equations (5), (6), (7)

\[
E_{Tx} = k[E_{elec} + \epsilon_{amp}d^2]
\]  
(5)

\[
E_{Rx} = kE_{elec}
\]  
(6)

\[
E_{rot} = E_{Tx} + E_{Rx} = k[2E_{elec} + \epsilon_{amp}d^2]
\]  
(7)

In above equations, \( K \) is packet size (bit), \( d \) is the distance between the sender and the receiver and \( E_{elec} \) is constant value.

4. Performance Evaluation

At first, a WSN in an environment the size of 100mx100m square meter including 50 to 250 sensor nodes which were randomly and steadily distributed with steady distribution was simulated by software. Table 2 shown the parameters that used in the simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>50-250</td>
</tr>
<tr>
<td>Reception range radius</td>
<td>10 m</td>
</tr>
<tr>
<td>Transmission range radius</td>
<td>20 m</td>
</tr>
<tr>
<td>Network area</td>
<td>100mx100m</td>
</tr>
<tr>
<td>The number of algorithm execution time</td>
<td>10</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.18</td>
</tr>
<tr>
<td>( K )</td>
<td>2</td>
</tr>
<tr>
<td>( E_{elec} )</td>
<td>50nJ/bit</td>
</tr>
<tr>
<td>( E_{data} )</td>
<td>5nJ/bit/message</td>
</tr>
<tr>
<td>The size of data packets</td>
<td>4000 b</td>
</tr>
<tr>
<td>The size of control packets</td>
<td>200 b</td>
</tr>
<tr>
<td>( \epsilon_{fs} )</td>
<td>100 P/J/bit/m²</td>
</tr>
<tr>
<td>( E_{init} )</td>
<td>0.0013 P/J/bit/m²</td>
</tr>
</tbody>
</table>

The efficiency of the proposed method was compared with that of the LAEEC [11] algorithm with respect to the following parameters: average number of active nodes,
average remaining energy of the sensors, the percentage of network coverage and the average number of control packets. The comparison of the evaluation parameters for the two algorithms are discussed below.

4.1 Comparing the Two Algorithms with Regard to the Average Number of Active Nodes

Regarding the average number of active nodes, the efficiency of the proposed method was compared with that of the LAEEC [11] algorithm under three different scenarios.

- **First scenario: sink in the [50 50] coordinate**

  Figure 3 illustrates the average number of active nodes in relation to the number of network nodes within the range from 50 to 250 nodes. The proposed algorithm was executed within 1500 seconds. As shown in Figure 3, when the total number of network nodes was 50, the number of active nodes in the proposed method and the LAEEC protocol were about 38 and 43, respectively. In this way, when the total number of network nodes was 200, the number of active nodes in the proposed method and the LAEEC protocol were 113 and 142, respectively. As the average number of network nodes, active nodes of the network increases too which is illustrated in Figure 3. It should be noted that the degree of increase in the proposed method was less than that in the LAEEC protocol.

- **Second scenario: sink in the [75 75] coordinate**

  Figure 4 illustrates the average number of active nodes in relation to the number of network nodes within the interval from 50 to 250 nodes. As shown in Figure 4, when the total number of network nodes is 50, the average remaining energy of the total nodes of the network in the proposed and LAEEC [11] methods were about 0.8 and 0.6 joules, respectively. In a similar vein, when the total number of network nodes was 200, the average remaining energy for the network nodes in the proposed method and LAEEC [11] methods were about 1.3 and 1.2 joules, respectively. As shown in Figure 5, as the number of networks nodes increases, the average remaining energy of the network nodes in the proposed method was greater than that of the LAEEC [11] protocol. Consequently, it can be argued that network life time in the proposed method was greater than the network life time in the LAEEC [11] protocol.
• **Second scenario: sink in the [75 75] coordinate**

Figure 6 shows the remaining energy in the nodes in relation to the number of network nodes within the interval from 50 to 250 nodes. After the execution of the algorithm for 1500 seconds, when the total number of network nodes is 50, the average remaining energy of the total nodes of the network in the proposed and LAEEC [11] methods were about 0.6 and 0.8 joules, respectively. In a similar vein, when the total number of network nodes was 200, the average remaining energy for the network nodes in the proposed and LAEEC [11] methods were about 1.2 and 1.1 joules, respectively. As shown in Figure 6, as the number of networks nodes increases, the average remaining energy of the network nodes in the proposed method was greater than that of the LAEEC [11] protocol. Consequently, it can be argued that network life time in the proposed method was greater than the network life time in the LAEEC [11] protocol.

![Fig. 6. The average residual energy of the active nodes as a function of the number of nodes.](image)

4.3 **Comparison of the Percentage of the Network Coverage**

In this Section, the efficiency of the proposed method was compared with that of the LAEEC protocol in terms of network coverage under three different scenarios.

• **First scenario: sink in the [50 50] coordinate**

Figure 7 illustrates network coverage with respect to the number of network nodes within the range from 50 to 250 nodes. Algorithm execution was completed after 1500 seconds. When the total number of network nodes is 50, 80% of the network was covered in the proposed but 71% of the network was covered in the LAEEC [11] protocol. Similarly, when the total number of network nodes was 200, 97% of the network in the proposed method and 93% of the network in the LAEEC [11] protocol were covered. In general, as the number of nodes increases, the percentage of network coverage increases too. Nevertheless, it should be highlighted that the percentage of network coverage in the proposed method was significantly greater than that of the LAEEC [11] method.

![Fig. 7. The percentage of the covered area vs. the network size.](image)

• **Second scenario: sink in the [75 75] coordinate**

The results of this scenario we saw no any difference with previous scenario on area coverage percent.

4.4 **Comparison of the Average of Control Message Number**

Figure 8 illustrates network average of control message number within the range from 50 to250 nodes. Algorithm execution was completed after 1500 seconds. When the total number of network nodes is 50, average of control message number in the proposed method and the LAEEC protocol were about 70 and 110, respectively. In this way, when the total number of network nodes was 200, average of control message number in the proposed method and the LAEEC protocol were 208 and 397, respectively. As the average number of network nodes, number of control message of the network increases too which is illustrated in Figure 8. It should be noted that the degree of increase in the proposed method was less than that in the LAEEC protocol.

![Fig. 8. The comparison of the average of control message number vs. the network size](image)

• **Second scenario: sink in the [75 75] coordinate**

The results of this scenario we saw no any difference with previous scenario on average of control message number.
5. Conclusion and Future Work

The chief objective of the present study was to enhance network coverage by optimizing and improving clustering and reducing energy consumption of the nodes in WSNs. The protocols which were reviewed earlier in the paper were all aimed at improving significant parameters such as coverage and network life time. However, although many studies have been conducted in this domain, there are still many open problems and gaps. Hence, the present study was conducted to address these issues and improve the parameters. In this study, sensors with adaptable and dynamic reception range were used and an attempt was made to optimize clustering. Indeed, redundant nodes were selected to cover the probable gaps of the network, enhance network life time and better cover the network.

In this paper, the proposed method was compared with the LAEEC protocol. The results of the simulation indicated that the proposed method was better than the LAEEC protocol with respect to the following evaluative parameters: average number of active nodes, average remaining energy of the nodes, percentage of network coverage and the average number of control packets. In future, we will focus on providing new scheme based on soft computing. Also some new parameters must be considered to further improvement of this algorithm and extending the network lifetime.
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