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Abstract 
The Internet of Things (IoT) connects various kinds of things such as physical devices, vehicles, home appliances, etc. 

to each other enabling them to exchange data. The IoT also allows objects to be sensed or controlled remotely and results 

in improved efficiency, accuracy and economic benefits. Therefore, the number of connected devices through IoT is 

increasing rapidly. Machina Research estimates that the IoT will consist of about 2.6 billion objects by 2020. Different 

network technologies have been developed to provide connectivity of this large number of devices, like WiFi for cellular-

based connections, ZigBee and Bluetooth for indoor connections and Low Power Wide Area Network's (LPWAN) for 

low power long-distance connections. LPWAN may be used as a private network, or may also be a service offered by a 

third party, allowing companies to deploy it without investing in gateway technology. Two available leading technologies 

for LPWAN are narrow-band systems and wide-band plus coding gain systems. In the first one, receiver bandwidth is 

scaled down to reduce noise seen by the receiver, while in the second one, coding gain is added to the higher rate signal to 

combat the high receiver noise in a wideband receiver. Both LoRa and NB-IoT standards were developed to improve 

security, power efficiency, and interoperability for IoT devices. They support bidirectional communication, and both are 

designed to scale well, from a few devices to millions of devices. LoRa operates in low frequencies, particularly in an 

unlicensed spectrum, which avoids additional subscription costs in comparison to NB-IoT, but has lower Quality of 

Service. NB-IoT is designed to function in a 200kHz carrier re-farmed from GSM, with the additional advantage of being 

able to operate in a shared spectrum with an existing LTE network. But in the other hand, it has lower battery lifetime and 

capacity. This paper is a survey on both systems. The review includes an in-depth study of their essential parameters such 

as battery lifetime, capacity, cost, QoS, latency, reliability, and range and presents a comprehensive comparison between 

them. This paper reviews created testbeds of recent researches over both systems to compare and verify their performance. 

 

Keywords: LPWAN; Internet of Things; Narrowband; Wideband; NB-IoT; LoRaWAN. 
 

 

1. Introduction 

The Internet of Things (IoT) and its related 

technologies are predicted to increase expeditiously. 

According to Machina Research, More than 3.3 billion 

devices will be connected by 2021 [8]. The Machina 

research prediction on M2M connections is shown in Fig. 

1. The IoT aims at connecting and automating every aspect 

of our daily life. As shown in Fig. 2, connected devices 

through IoT, will influence the economy drastically [10]. 

Therefore, different network technologies have been 

developed to provide connectivity capable of supporting a 

large number of devices, which may be located 

underground, underwater or deep inside buildings. The 

devices will rely on a wireless connection. Technologies 

like WiFi based on cellular networks connect devices far 

from each other, in which power consumption is not 

limited. For connecting indoor devices which are short 

distanced with no power limitation, ZigBee, Bluetooth, 

and similar technologies are appropriate. But in case of 

restriction over power consumption and battery especially 

in long distanced communications, Low Power Wide Area 

Network's (LPWAN) technologies are proposed. LPWAN 

improves battery life and link budgets, and reduces costs 

compared to cellular technology [1-4]. For more 

clarification, a link budget makes a log by keeping all 

entries of losses and gains in signal propagation. A wave is 

attenuated via amplifiers and antennas to increase the gain 

product and eliminate noise. Similarly, data can be lost 

during propagation of a signal between the transmitter and 

receiver within one device or between two or more devices. 

Keeping track of such losses and gains is essential to 

calculate the reliability and efficiency of a link (through 

which the transmitter and receiver communicate). 

mailto:yas.hosseini@ee.sharif.ir
mailto:ziba_fazel@ee.sharif.ir
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Fig. 1. Billion global connections, 2015- 2021 [8] 

 
Fig. 2. Internet of Things and Implications in a Developing Economy [10] 

As predicted, the IoT devices may rely on LPWAN 

technologies, which send data over long distance, which 

enables new types of services. Many technologies like 

LTE-MTC (LTE Advanced for Machine Type 

Communications), UBN (ultra-Narrow Band), Senet, 

Sigfox, Weightless, LoRa, and NB-IoT are supporting 

new LPWAN approach [4-7]. LPWAN has limitations 

that need to be discovered clearly. The IoT connectivity 

technologies segmentation is shown in Fig. 3 

 
Fig. 3. IoT connectivity technologies segmentation [9] 

The goal of this paper is to provide a fair and 

comprehensive analysis of the capabilities and limitation 

of LoRaWAN and NB-IoT. The paper is structured as 

follows: Section 2 provides an overview of the technical 

description of LoRaWAN and NB-IoT. The critical IoT 

factors are compared in section 3. Next, the comparisons 

of measurement results are presented in section 4. Finally, 

the conclusion is given in section 5. 

This research differs from other LPWAN-focused surveys 

[11-19] in that the scope of LPWA has been broadened to 

include the most popular, recent and distinct technologies, 

namely NB-IoT and LoRa, as proprietary solutions, and in 

that, a more clear and understandable description and a 

detailed direct comparison of them have been performed. 

2. Technical Description of LoRaWAN & NB-IoT 

Two available leading technologies for LPWAN, i.e., 

LoRaWAN and NB-IoT are described technically in this 

section. In the first one, coding gain is added to the higher 

rate signal to combat the high receiver noise in a wideband 

receiver, while receiver bandwidth is scaled down to reduce 

noise seen by the receiver in the second one. Different 

methods cause different functionality and specification for 

each one, which is explained in the following. 

2.1 LoRa & LoRaWAN 

The LoRa is a newborn technology in recent years. It 

can operate in non-licensed sub-1GHz frequency bands, 

i.e., frequency bands from 400MHz to 900MHz. 

Therefore, it has region specific configuration problems. 

LoRa consists of two primary layers: a physical layer 

and a MAC layer protocol (LoRaWAN). The physical 

layer is based on the spread spectrum modulation scheme. 

An increased link budget, as well as better immunity to 

network interference, is achieved by deploying a derivate 

of chirp spread spectrum modulation (CSS) [2]. LoRa 

allows usage of configurable bandwidth of 125kHz, 

250kHz, or 500kHz. Larger bandwidths support higher 

data rate, shorter time on air, but lower sensitivity. 

Therefore, as the bandwidth becomes wider, the 

resistance to channel noise, Doppler effects, long-term 

relative frequency and fading will increase [2,8]. 

The transmitter generates chirp signals by varying their 

frequency over time and keeping phase between adjacent symbols 

constant. A time domain equation of single chirp waveform is 

presented in (1).where     is the phase of chirp waveform. 
 

      {                
 

 
    

 

 
                                        

 (1) 

 

LoRa modulation depends on 

 Coding rate (CR), a measure of the amount of 

forwarding error correction; 

 Spreading factor (SF), a ratio between the chip rate 

and the underlying the symbol rate (7-12); 

 Bandwidth (BW), the frequency interval (125kHz-500kHz). 

The LoRaWAN specification of different countries is 

summarized in Table. 1. The communication going from 

an antenna to nodes is called downlink, and when it is 

going from a node to an antenna is called uplink. 

Table 1. LoRaWAN specification of different countries [9]. 

 Europe North America China Korea Japan 

Frequency 

Band 
867-869MHz 902-928MHz 

470-

510MHz 

920-

925MHz 

865-

867MHz 

Number of 

channels 
10 64+8+8 

In definition by Technical 

Committee 

Channel BW 

Uplink 
125/250kHz 125/500kHz 

TX Power 

Uplink 
125kHz 500kHz 

TX Power 

Downlink 
+14dBm +20dBm 

TX power 

Downlink 
+14dBm +27dBm 

SF Uplink 7-12 7-10 

Data rate 250bps- 50kbps 980bps- 21.9kbps 

Link Budget 

Uplink 
155dB 154dB 

Link Budget 

Downlink 
155dB 157dB 

LoRaWAN is the MAC layer above the LoRa. The 

LoRaWAN’s architecture is based on a star topology. 
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Multiple LoRa End devices are connected to Gateways. In 

Europe, LoRaWAN’s are limited to 10 channels, has duty 

cycle restrictions, without channel time limitations. LoRa 

WANs in North America have 64 channels. LoRaWAN 

network layers are shown in Fig. 4. 

LoRaWAN supports three different classes. Class A 

must be supported by all end devices, and it has the 

lowest power consumption [2,9]. 

 Class A of end devices allows bi-directional 

communications. An uplink transmission is 

followed by two downlinks receive windows. 

 Class B of end devices opens other receive 

windows at scheduled times. 

 Class C of end devices has continuously- open 

receive windows. 

LoRaWAN communication profile classes are shown in 

Fig. 5. 

 
Fig. 4. LoRaWAN network layers [9] 

 
Fig. 5. LoRaWAN communication profile classes [9] 

2.2 NB-IoT 

NB-IoT is a simple subset of long-term evolution (LTE) 

standards suitable for IoT. NB-IoT does not have many 

features of LTE such as dual connectivity, channel quality 

measurement, etc. to be simple, chip and low power, which 

is a necessity for IoT. It uses sub-1GHz licensed frequency 

bands, i.e., frequency bands from 400MHz to 900MHz and 

employs QPSK modulation [1]. Narrowband modulation 

techniques encode the signal in a narrow bandwidth and 

share the overall spectrum very efficiently between 

multiple links. Moreover, it lowers the noise level inside a 

single narrowband and hence provides a high link budget. 

This modulation scheme needs no processing gain, 

resulting in simple and inexpensive transceiver design. The 

architecture of NB-IoT network is shown in Fig. 6. 

 
Fig. 6. NB-IoT network architecture [10] 

As expected, NB-IoT core network is based on the 

evolved packet system (EPS) similar to LTE. Two 

optimizations for the cellular IoT are additionally defined, 

which are the user plane optimization and the control 

plane optimization [2]. Both planes choose the best path 

for user and control data packets, for uplink and downlink 

data. The cell access procedure of an NB-IoT user is also 

similar to that of LTE. Therefore, as LTE is already 

widespread in the US, IoT is generally based in NB-IoT 

there [10]. Fig.7 shows message flow for Random Access 

Channel (RACH) procedure Utilized by NB-IoT. 
 

 
Fig. 7. NB-IoT message flow for RACH procedure [10] 

3. Comparison of IoT Factors 

Many factors should be considered to choose the 

suitable technology for an IoT application, such as quality 

of service (QoS), battery lifetime, latency, capacity, 

deployment model, coverage, range, cost, and security. 

These factors are discussed in this section based on 

section 2 and Table 2, which summarizes some features 

of NB-IoT and LoRaWAN.  

Table 2. Some Features of LoRaWAN and NB-IoT [1, 4-7]. 

Parameter LoRaWAN NB-IoT 

Spectrum Unlicensed Licensed 

Modulation Chirp Spread Spectrum QPSK 

Bandwidth(kHz) 125-500 25-180 

Peak data rate in up-

link(kb/s) 
290-50 204.8 

Latency(s) Multiple of 10 <10 

Range(km) <15 <35 

Power efficiency High Medium 

Deployment model 
Network operators and small 

companies 

Network 

operators 

Cost Medium High 

Security Medium to high High 
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3.1 QoS 

Although LoRaWAN uses chirp spread spectrum 

modulation to avoid interferences, noise, multipath fading 

and shadowing phenomena; it cannot provide the best of 

service quality due to the unlicensed frequency band and 

asynchronous protocol utilization. On the contrary, NB-

IoT uses licensed frequency band, and its synchronous 

timing windows protocol is optimized for best possible 

QoS. Worth to mention that NB-IoT has more cost 

compared to LoRaWAN, to provide improved QoS [1]. 

3.2 Battery Lifetime and Latency 

End nodes in LoRaWAN are asynchronous and only 

communicate whenever they have some data to send to 

gateways. This kind of protocol is called “ALOHA." NB-

IoT uses a synchronous protocol in which, nodes are 

periodically turned on to check whether they have new data 

to send or not. This synchronizing consumes a significant 

portion of power and shortens the battery lifetime. 

Therefore, LoRaWAN consumes less power. Some neglect 

this good aspect only due to its little more latency caused 

by the long process of demodulation, which is not correct. 

In other words, comparison revels that for high data rate 

and low latency applications, NB-IoT is a better choice 

while LoRaWAN suits applications in need of longer 

battery lifetime but not soon data arrival more [8,9]. 

3.3 Capacity 

Some may misunderstand and conclude waste of 

frequency band due to LoRa modulation rather than NB-

IoT. They must pay attention to another fact that LoRa 

utilizes different spread spectrums to send some signals 

through a channel simultaneously, which increases 

capacity. For more clarification, assume a narrow band 

system with the bandwidth of 125 KHz with a rate of 1.2 

Kb/s. In the first scenario (i.e., NB-IoT communication), 

12 channels of narrow band width FSK modulation with 

the data rate of 1.2 Kb/s results in the capacity of 14.4 

kb/s according to equation 2. 
 

                           (2) 
 

Where BR and ch stand for bit rate and channel, 

respectively.  

While in the second scenario (i.e., LoRa 

communication), still with the usage of same bandwidth, 

the capacity of only one channel will be greater taking 

advantage of different spread spectrums. The capacity is 

calculated according to equation 3 and equals           .  
 

                                   (3) 
 

Where BR of SF 12:6 stands for the bit rate of each 

spreading factor from SF=12 down to SF=6. These bit 

rates are equal to 293, 573,976, 1757, 3125, 5468 and 

9375 b/s respectively.  

As a result, LoRa modulation can increase channel 

capacity up to 50% [2].  

 

 

3.4 Deployment Model 

NB-IoT is a subsection of LTE born in June of 2016. 

Hence, its networks can be deployed by adapting and 

reusing already available cellular networks; it means it is 

available wherever the cellular network is available and 

some time is needed for adaption of networks before 

successful deployment. Another side of the coin, 

LoRaWAN's ecosystem is matured and ready to be either 

deployed by large companies of cellular networks or small 

start-up companies. The LoRaWAN network architectures 

simpler, but the network server is more complex. 

3.5 Coverage and Range 

The most important advantage of LoRaWAN is its 

ability to cover a whole city with only one gateway or 

base station; for example, all around Belgium with an 

area of 3500Km2 is covered by only seven LoRaWAN 

base stations [8]. In contrary, NB-IoT is deployable only 

where 4G/LTE base stations are available which means it 

could not cover rural and the country regions. Still, NB-

IoT has a wider range than LoRaWAN. 

3.6 Cost 

Cost is a summation of spent money on different parts 

such as frequency band, network, device, and deployment. 

For example, LoRaWAN pays less money for each 

gateway than NB-IoT. It does not pay any for frequency 

band either. However, its device is more expensive than 

NB-IoT's [1]. In total, LoRaWAN is less expensive. 

3.7 Security 

As NB-IoT adapts and reutilizes the available cellular 

networks, it does gain their security too. NB-IoT's 

standard protocol is half-close due to its network and half-

open due to the open access device. In contrary, 

LoRaWAN's physical layer is open to all people, small 

companies, and large network companies which results in 

its unsecured inherent; therefore, to solve his issue, two 

layers of security to protect data of users are defined.  

3.8 Gateway 

The dedicated gateways are necessary for LoRa to 

function correctly, while NB-IoT eliminates the need for 

the same. So the LoRa gate ways can be a potentially 

extra problem. In NB-IoT, these are not required.  

3.9 Operability in Private Networks 

LoRa can be used by private companies in their 

proprietary networks, but NB-IoT can't be. NB-IoT can 

only be a user in public models.  

3.10 Modulation & Complexity 

LoRa has a specific modulation method. This 

modulation method is based on spread spectrum to 

support long range, but in the other hand, this method 

have lower data rate in comparison with NB-IoT 

modulation method. Also, there are issues about IP rights 

and licensing of LoRa technology. NB-IoT technology 
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uses DSSS modulation and has lower hardware 

complexity in comparison to LoRa. 

The direct comparison of LoRa and NB-IoT 

Technologies is illustrated in Table 3. From the results, we 

can conclude that LoRa hardware can be produced and sold 

at a low price, and LoRa devices have no subscription cost, 

but the LoRa Alliance only has limited control over the 

deployment of networks. NB-IoT technologies on the other 

hand, though the devices will have a subscription charge, 

the deployment of gateways is for newer grade hardware as 

simple as applying a software update; a country can have a 

functioning NB-IoT network within an hour. 

Table 3. Direct Comparison of LoRa & NB-IoT Technologies.  

Technology LoRa NB-IoT 

Topologies supported Typically Star, Mesh possible Star 

Maturity Level Early stages- some deployment Early Stages 

Frequency Band Sub GHz ISM bands 
LTE & GSM 

bands 

MAC Layer ALOHA-based LTE-based 

Founded 2015 2016 

Modulation Technique Spread Spectrum LTE-based 

Proprietary aspects Physical layer Full Stack 

Nodes per gateway >1,000,000 52,000 

Deployment model Private and Operator -based Operator-based 

Encryption AES 3GPP 

Interference immunity Very High Low 

Energy efficiency Better than NB-IoT good 

4. Comparison of Measurement Results 

In this section, we compare the measurement results 

of recent works on IoT factors. The target is to study the 

important factor of LoRa WAN and NB-IoT technologies 

in a real condition. [20] studied NB-IoT coverage and 

capacity for a small country side area. Also, coverage and 

capacity have been studied for NB-IoT [21] and LoRa [20]. 

In [22] the coverage of NB-IoT, LoRa, GPRS, and Sigfox 

has been simulated in a realistic scenario, covering 

7800   , using Telenor’s commercial 2G, 3G, and 4G 

deployment. According to the reported measurement results, 

the NB-IoT is the best performing indoor solution. It has 

less than a 4% failure rate for ten devices, while LoRa 

provides 20% failure rates, which also has more sensitivity 

to device numbers. Therefore, NB-IoT has the best coverage 

and link adoption, but it has the longer time on air. 

The LoRa has only one manufacturer (Semtech). Also, 

as the unlicensed bands become more crowded, the 

interference may increase. Therefore, the performance of 

the LoRa networks may decrease. 

According to the experiment's results in [23], the lost 

packet number depends on SF, CR, and BW of the 

communication in the presence of different noise levels. 

The transmitter was placed 10 meters from the receiver. 

By changing Bandwidth from 125 kHz to 500 kHz, when 

the SNR is -10dBm, the packet lost increased from 1% to 

30.66%. The measurement results of LoRa in recent 

literature are summarized in Table 4. 

From the results of the recent works, summarized in 

Table 4, we can conclude LoRa features low data rate and 

long communication range. Therefore it is suitable for 

applications with a reduced number of messages without 

challenging delay constraints. While it can't be an appropriate 

solution for real-time applications which require low latency.  

The coverage analysis has been done for NB-IoT and 

LoRa in [36]. Two different configurations in 800 MHz 

with 25 and 500 active sectors have been simulated to carry 

out their maximum connectivity level. The results show 

that LoRa covered 80% area, while NB-IoT can reach 90% 

of the covered area, because, NB-IoT is a licensed solution. 

In [37], capacity and system efficiency analyses are 

performed for a massive NB-IoT system for smart 

metering. The simulations have done in a realistic 

scenario, in a rectangular area of 2000m  1700m. In this 

configuration, 75% of transmitting uplinks are succeeded. 

And the maximum measured coverage distance is about 

960m for a single receiver and transmitter configuration. 

5. Conclusion 

Wireless communication is the most recent industrial 

revolution in the last decades which is utilized for 

connecting devices to each other. More than twenty-five 

billion machines and objects which are considered as 

devices are expected to be connected by the year 2020. 

There are many challenges and factors such as connection 

range, data rate, power, etc. to consider to provide 

connectivity of these devices. Various network 

technologies such as local area network, LPWAN, and 

Cellular network is currently available. This paper has 

focused on the most leading wireless technology for long 

range and low power communication, i.e., LPWAN. 

In this work, two prominent LPWAN technologies, 

i.e., LoRaWAN and NB-IoT are described, analyzed, and 

compared in depth. LoRaWAN is a coding gain method 

which defeats the noise of long range by a new method of 

modulation in its unlicensed frequency band, while NB-IoT 

does so by utilizing minimum possible licensed frequency 

band. It is shown that licensed NB-IoT has the advantage of 

better QoS, latency, and range, while unlicensed LoRaWAN 

has advantages of better battery lifetime, capacity, and cost. 

Therefore, the choice is strongly depending on the users' 

goals and necessities of each application. 

Table 4. Measurement results of LoRa in recent literature. 

Ref #Gate ways #Nodes BW (kHz) Tx (dBm) SF 
ISM band 

(MHz) 

RSSI 

measurement 

Payload 

(byte) 
Coverage (km) 

Reliability 

measurement 

[22] 1 10 125 2,4,6,8,10,12 - 868 Done - 7800    area 
Maximum Coupling 

Loss (MCL) 

[23]   125,250,500  7,8,9,10,11   1 

10m with the 

presence of 

with Gaussian 

% packets lost 
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Ref #Gate ways #Nodes BW (kHz) Tx (dBm) SF 
ISM band 

(MHz) 

RSSI 

measurement 

Payload 

(byte) 
Coverage (km) 

Reliability 

measurement 

noise 

[24] 1 1 125,250,500  7,8,9,10,12 868  106  Packets PRR 

[25] 1 1 125 20 12 - Done large 7 floors RSSI value 

[26] 3 2 - 14 variable 868 Done seq. num 2.2 record ACKs 

[27] 0 6 variable 17 variable - - variable 0.342 packet reception rate 

[28] 1 1 - - variable - - - 2 SF for coverage 

[29] 1 1 125 14 variable 868 Done variable 0.5m-60m 
# packets lost & 

packets error 

[30] 1 1 250 - 10 868 Done 10,50,100 0.276-8.52 PER 

[31] 0 7 - - - 915 Done 26 0.5-2.7 
% valid packets 

received 

[32] 1 1 125 14 12 868 Done seq. num 15 % packets lost 

[33] 1 1 125 14 12 868 - - 65m-195m %received packets 

[34] 0 2 - 3 variable 2450 - 21 
0.975 outdoor 

30 m indoor 
% valid packets 

[35] 1 1 125 2/14 variable - Done 1,25,51 
3.4 outdoor 

100m indoor 
% packets received & 

avg.throughput 
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Abstract 
In this paper, we proposed an interactive knowledge-based method for graph summarization. Due to the interactive 

nature of this method, the user can decide to stop or continue summarization process at any step based on the summary 

graph. The proposed method is a general one that covers three kinds of graph summarization called structural, attribute-

based, and structural/attribute-based summarization. In summarization based on both structure and vertex attributes, the 

contributions of syntactical and semantical attributes, as well as the importance degrees of attributes are variable and 

could be specified by the user. We also proposed a new criterion based on density and entropy to assess the quality of a 

hybrid summary. For the purpose of evaluation, we generated a synthetic graph with 1000 nodes and 2500 edges and 

extracted the overall features of the graph using the Gephi tool and a developed application in Java. Finally, we generated 

summaries of different sizes and values for the structure contribution (  parameter). We calculated the values of density 

and entropy for each summary to assess their qualities based on the proposed criterion. The experimental results show that 

the proposed criterion causes to generate a summary with better quality. 

 

Keywords: Graph Summarization; Summary Graph; Super-node; Semantical Summarization. 
 

 

1. Introduction 

Graph is widely used for modeling data and their 

relationships. Social networks, communication networks, 

web graphs, biological networks, and chemical 

compounds are examples of data modeling by graphs. 

There are several applications that generate large scale 

and massive graphs and extensive research has been 

undertaken about the theory and engineering of terra-scale 

graphs [1]. These graphs are massive with a high growth 

rate. To clarify the issue, consider the statistics of 

Facebook users [2], which increased from one million at 

the end of 2004 to 1.11 billion in March 2013.  

Recently proposed graph summarization algorithms 

[3]-[7] reduce a massive graph to a smaller one by 

removing details and preserving general properties. The 

smaller graph can be used for query answering. Of-course, 

these answers are not exact and may be some errors. This 

kind of error is acceptable since the queries are responded 

quickly, required by many applications. 

The most real-life applications generate attributed 

graphs, and a summary based on both structure and vertex 

attributes is a critical requirement in these applications. 

Structural and attribute-based relationship of vertices can 

be considered as current and future relationships of vertices, 

respectively. The first one is obvious and the second one 

can be justified in that, based on the existing statistics of 

social networks, the vertices with common attribute values 

are probably connected. Thus generating a summary based 

on both structure and vertex attributes has received 

growing attention of the computer scientists recent years. 

Although generating attribute-based summaries is not 

difficult and several algorithms [8] have been proposed for 

this purpose, generating a summary based on both structure 

and vertex attributes (hybrid summary) with user- 

determining the degrees of each is nothing less of challenge. 

It is obvious that the importance of structure and vertex 

attributes for summarization is not the same in all applications 

and therefore it is reasonable to consider variable weighting 

coefficients for them. Recently two algorithms [9],[10] have 

been proposed for hybrid summarization and clustering.  

In graph summarization, ontology is a critical 

component, required to generate a high quality summary. 

Ontology helps to a summary in fitting with a user’s needs 

and appropriate size. Using ontology, it is possible to 

explore the relationship between two attributes, determining 

whether they are the same, different, one subtype of each 

other, among other things. By involving ontology in 

summarization process, it is possible to drill down or roll up 

on the resultant summary and generate a summary of the 

right size. The previous summarization methods, discussed 

in this paper, do not incorporate ontology in the 

summarization process. To the best of our knowledge, no 

previous method is capable of generating a summary graph 

that can interact with both the knowledge base and the user.  

In this paper, an ontology-based interactive method 

has been proposed for graph summarization. This method 
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can be used for various types of summarization such as 

structural, attribute-based or hybrid.  

The proposed method has a number of advantages such as 

generality, user-centric, knowledge-based and interactiveness 

nature, which makes it ideal for graph summarization. In the 

following, some of these advantages have been presented. 

Generality: By specifying the similarity measure of two 

vertices, the proposed method can generate any kind of 

summary including structural, attribute-based or hybrid ones.  

User-centric: The proposed method can generate a summary 

based on structure, vertex attributes or both. The importance 

of the structure and vertex attributes in summarization and 

also the significance of the attributes can be determined by 

the user and incorporated in the summarization.  

Knowledge-based: Using a knowledge base leads to the 

generation of a summary of appropriate size and that is 

consistent with user’s needs.  

User-interactive: The summarization process is a 

supervised method in which the user can decide to stop 

summarization through interacting with the program. 

The proposed criterion: We propose a new criterion for 

termination of the summarization process. We defined the 

proposed criterion based on the density and entropy, 

which shows the quality of the hybrid summary. 

The rest of this paper is organized as follows. In 

Section 2, related works are reviewed. Section 3 is 

dedicated to graph summarization and related definitions. 

Section 4 presents the proposed method for graph 

summarization. The experimental results are provided in 

Section 5. Discussions are presented in Section 6 and 

finally conclusions are drawn in Section 7. 

2. Related Works 

In this section, we review previous works on three 

different types of graph summarization to discuss the 

main challenges of graph summarization. 

2.1 Structural Summarization 

Navlakha et al. [3] proposed a summarization 

algorithm for structural summarization where graph 

compression was performed by partitioning similar nodes 

into one group and dissimilar nodes into different groups. 

Edges between every pair of super-nodes are aggregated 

and constitute a super-edge in the summary graph. In this 

method, a graph is compressed with the minimum 

representation cost based on the MDL
1
 idea. At first, they 

developed a GREEDY algorithm for this purpose and then 

proposed a RANDOMIZED version to reduce the run-time. 

In [11] another method has been proposed to summarize 

structural graphs. In this method, the quality of a summary 

is guaranteed and the graph is summarized with the aim of 

minimizing the reconstruction errors. The authors of this 

paper have presented a connection between graph 

summarization and geometric clustering. Based on this 

                                                           
1. Minimum Description Length 

connection, they developed a polynomial-time algorithm to 

compute the best possible summary of a certain size. 

In [12], three distributed algorithms have been proposed 

to summarize large scale graphs. These algorithms are 

DistGreedy, DistRandom and DistLSH which differ in how 

they select a pair of nodes for merging (greedy, randomly, 

and using locality sensitive hashing theory, respectively).  

Structural summarization can be used for mining 

frequent patterns. Chen et al. [13] proposed a method for 

identifying frequent patterns by producing randomized 

summary graphs. In fact, summary graphs rather than 

original graphs are mined, which are massive and time 

consuming. Graph summarization can also be beneficial 

for subgraph mining [14] and classification of aid flyers 

based on their property types [15]. 

Structural summarization can be performed using 

spectral graph clustering that partitions a graph based on 

eigenvalues and eigenvectors of the graph adjacency matrix 

[16]-[20]. This technique is widely used in image 

segmentation and social network analysis. Spectral clustering 

has also extensive applications in finding communities in 

networks [21]. It initially converts a large graph into a small 

one by summarization and then the resultant small summary 

graph is clustered by spectral clustering [22]. 

Graph summarization also is also used in community 

detection and a growing body of literature [23]-[27] has 

been published on this subject. 

2.2 Attribute-Based Summarization 

In [8], a summarization method with two novel 

operations has been proposed. These operations are called 

SNAP
2
 and k-SNAP for which used for grouping nodes 

and summarizing attributed graphs. Attribute compatible 

grouping and relation compatible grouping defined by the 

authors of this paper. They also improved SNAP 

operation by proposing k-SNAP operation, where   was 

the summary size determined by the user. 

In 2009, Zhang et al. [5] improved the k-SNAP 

operation by proposing the CANAL algorithm, to 

categorize attribute values automatically, and providing a 

criterion to measure the quality of a summary. 

In 2008, Chen et al. [28] proposed the OLAP 

framework. In this framework, the cubes were created on 

the graph based on dimensions and measures. In the 

OLAP framework, a graph is summarized based on the 

selected attributes and input information. 

2.3 Hybrid Summarization 

For clustering a graph based on both structure and 

vertex attributes, a method was proposed in [10]. In this 

method, a new graph with real and virtual links is 

constructed for a given graph. The virtual links are added to 

the new graph on the account of attribute-based similarity 

of vertices. This new constructed graph is called the 

augmented graph. The similarity of two nodes is measured 

based on both real and virtual links in the augmented graph.  

                                                           
2. Summarization by Grouping Nodes on Attributes and Pairwise Relations 
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Another method of hybrid summarization was 

proposed in [9]. This method first summarizes a graph 

based on attributes and then adjusts the summary to the 

graph structure by moving nodes between super-nodes. 

The main challenge in the graph summarization methods 

is the absence of an ontology-based method to generate a 

hybrid summary of the attributed graph in which the α is 

specified by the user. The methods proposed in [9],[10] are 

not ontology-based and therefore unsuitable for this purpose. 

The proposed method resolves these challenges. 

3. Graph Summarization Notion 

We here present symbols and abbreviations that, have 

been used in Section 3.1. In Sections 3.2, 3.3, and 3.4 we 

will illustrate the concept of structural, attribute-based 

and hybrid summarization. We also present definitions of 

graph summarization in these sections. 

3.1 Notations 

In this section, the most frequently used symbols and 

abbreviations in this paper have been listed in Table 1. 

3.2 Structural Summarization 

The definition of a summary graph according to [5] is 

as follows: 

Definition 1. (Summary Graph) Let         be a 

graph and                   be a partition of   such 

that ⋃      
    and              . The summary of 

  based on   is            where      and    

{(     )|      ⋀      ⋀       }. 

Fig. 1 shows a graph and its structural summary. As 

shown in Fig. 1(a), vertices a, b and c of the original 

graph were grouped together and made a super-node (blue 

one) in the summary graph (Fig. 1(b)). The summary 

graph has four super-nodes corresponding to four dashed 

ovals of the original graph along with four super-edges. 

For more clarity, super-nodes have the same color as their 

corresponding groups in the original graph. 

Table 1. Symbols and abbreviations which are used in this text 

Notation Interpretation 

  Graph 

   Summary graph 

   Importance of ith attribute 

   ith super-node 

  Contribution of the structure in the resulting summary 

Den Density 

     
 The density of summary graph    

     
 The entropy of summary graph    

     
The percentage of vertices in super-node    that have 

value     on attribute    

ent(     ) The entropy of super-node    on attribute    

           Similarity of two vertices     and     

             Structural similarity of two vertices    and     

             Attribute-based similarity of two vertices    and     

               Similarity of two vertices    and   based on attribute    

            The value of single-valued attribute    on vertex    

             The values of multi-valued attribute    on vertex    

3.3 Attribute-Based Summarization 

To demonstrate this kind of summarization, it is 

necessary to define attributed graphs. The definition of an 

attributed graph according to [29] is as follows: 

Definition 2. (Attributed Graph) An attributed graph is 

defined as 4-tuple             where    
             is a set of   nodes,                  

           is a set of   edges,                is a 

set of   attributes. Attributes of node     is denoted by 

                         where        is the observation 

value of    on attribute   . The set                

denotes a set of   functions and each              

assigns each node      an attribute value in the domain 

        of attribute    (     ). 

 
Fig. 1. (a) Original graph (left)    (b) Summary graph (right) 

The definition of an attribute-based summary is as 

follows: 

Definition 3. (Attribute-based Summary) For a given 

graph         let: 

 Every node has an attribute set                . 
                is a partition on  . 

 The user is interested in attributes    
              

  where      . 

 All vertices inside    have the same value for each 

attribute of   . 

Then            where      and    
                                          is an 

attributed-based summary.  

Fig. 2(a) displays an attributed graph and one of its 

augmented graphs is shown in Fig 2(b). In some attributed-

based summarization methods of a given graph, a new graph 

called augmented graph is constructed. In this new 

constructed graph, some virtual edges are added due to the 

attribute-based similarity of vertices. For example, the graph 

shown in Fig. 2(b) is an augmented graph of the one depicted 

in Fig. 2(a). The weight of an edge in the augmented graph is 

summation of structural and attribute-based similarities of its 

two end vertices, but they are not necessarily equal 

contributions. The structural and attribute-based summaries 

of this graph is shown in Figs 3(a) and 3(b). 

3.4 Hybrid Summarization 

The definition of hybrid summarization (summarization 

based on both structure and vertex attributes) is as follows: 

Definition 4. (Hybrid Summary) For a given graph 

       , if: 
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1. Every node has an attribute set                . 
2.                is a partition on  . 

3. The user is interested in attributes    
              

  where      . 

Then            will be a hybrid summary 

provided that the following conditions are met: 

1.    is a structural summary as previously mentioned. 

2. All vertices inside    have equal value for every 

attribute in   .  

3. The edge density of super-nodes is higher than a 

given threshold. 
4. The edge density between super-nodes is lower than a 

given threshold. 

The hybrid summary of the graph shown in Fig. 2(a) 

is demonstrated in Fig 3(c). The summary is generated 

based on both structural and attribute-based similarities. 

The hybrid summary as shown in Fig 3(c), is different 

from the other two summaries.  

In the following section, the proposed method and its 

components are described in details.  

 
Fig. 2. Student graph and one of its augmented graphs 

 
Fig. 3. Three different summaries of the student graph 

4. The Proposed Method 

The paradigm of the new method is shown in Fig 4. 

This paradigm consists of six components (four 

procedures, one system and criterion): 1-preprocessing 2-

partitioning 3-knowledge-based reasoning 4- more 

summarization feasibility check 5- preparing for further 

summarization and 6- stopping criterion. These 

components have been illustrated in more details below. 
 

 
Fig. 4. The graph summarization paradigm 

The new proposed method is a general one that covers 

three of the above-mentioned summarization. In fact, all 

three different kinds of summarization, only differs in 

terms of similarity measure, which is used merely in the 

partitioning component. The proposed paradigm has been 

summarized in Algorithm 1. 
 

Algorithm 1: Proposed summarization method 

 
Input: 

 

 
Output: 

 

1 

2 

3 

 

4 

5 

 

6 

 

7 

8 

9 

 

Graph  , attribute set A, importance of 
attributes C, summary size k, structure 

contribution  . 

summary graph   . 

   

begin 

Construct the ontology; 

Preprocess  ; 
Partition   into super-nodes and super-
edges; 

 While(  ’s size <>k or the summary                         

       quality is not good) 

   if(more summarization is possible) 

    Change the summary for further               

      summarization; 

    Resummarize the summary;   

end. 

4.1 Preprocessing and Constructing the New 

Augmented Graph 

In the preprocessing procedure, the graph and the user 

goal are received as the input. The user goal is expressed 

based on vertex attributes. The degree of an attribute’s 

relevance to the user goal is determined by the user or by 

communication with the knowledge base. Unrelated 

attributes are removed and relevance degrees of attributes 

are calculated for future applications. Based on the given 

graph, a new graph is constructed.  

The values of categorical fields and their categories or 

intervals are determined. Noisy values are cleansed and vertices 

whose errors are beyond a given threshold are removed. New 

attributes, which can be defined based on current attributes, are 

introduced and their values are calculated and stored in the 

knowledge base. The defined attributes represent new concepts 

and are useful to curtail the summary. The topics of this 

subsection have been summarized in Algorithm 2. 

4.2 Knowledge-Based Reasoning 

The knowledge base in this paradigm contains all 

information about nodes and their attributes, which is 

required for summarization. The knowledge covers 

concepts, individuals and their relationships and attributes 

values, related to nodes. In fact, the ontology of the 

domain is maintained in the knowledge base. 

An attributed graph can contain several ontologies. 

For example, for business trips, there are two ontologies 

called geographic and financial ontologies. The 

geographic ontology contains information about the 

location of sources and destinations of trips while 

financial ontology describes prices, different currencies 

and payment methods. Most components of the proposed 

paradigm are engaged with the knowledge base. 
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Algorithm 2: Preprocessing 
 

Input: 

 
Output: 

 

1 

2 

 

3 

 

4 

5 

 

6 

 

7 

8 

 

graph  , attribute set A, importance of 
attributes C; summary graph   . 

the preprocessed graph  

 

begin 

 Remove attributes that are less 

related to the summarization goal; 

 Remove nodes whose errors are greater 

than a given threshold; 

 Add new required attributes; 

 Categorize the domain values of 

numerical attributes; 

 Determine the order of components for                 

hierarchal attributes; 

 Unify words by considering synonyms; 

end. 

 

The knowledge can be represented by semantic 

networks, rules and first-order logic. The first and second 

ones have shortcomings compared to the last one [30]. 

The first order logic is not suitable for this purpose due to 

its un-decidability. A special type of the first order logic 

called Descriptive logic is suitable and could be used to 

represent the knowledge [30]. This representation 

supports reasoning that obtains implicit knowledge from 

the explicitly stored knowledge. That is, two nodes that 

are dissimilar in terms of the explicit knowledge may be 

similar with respect to the implicit knowledge. 

4.3 Partitioning 

A graph is partitioned into smaller parts based on a 

specific similarity criterion. Vertices are grouped together 

based on criteria such as structural similarity, attribute-

based similarity or both. In all of these three partitioning 

cases, the similarity of two vertices is calculated and then 

vertices are partitioned into smaller parts based on the 

similarity. In fact, similar vertices are categorized in one 

group and dissimilar vertices in different groups.  

4.4 Stopping Criterion 

Summarization process should be terminated based on a 

criterion. Criteria such as size and quality of summary can be 

used for stopping summarization process. In some cases, 

summarization may be stopped since further summarization 

is impossible. When the summary size is decided by the user, 

stopping criterion is obvious, obtaining a summary of that 

size. Otherwise, stopping criterion can be defined based on 

the summary quality. As the quality increases, 

summarization is continued. The quality of summary, 

depending on the type of summary, could be defined in 

terms of density, entropy or a combination of both as follows: 

 Structural summary: The quality of this kind of 

summary is measured in terms of density. The 

definition of density for a summary graph with   

super-nodes is as follows:  
 

               
   ∑

 {(     )|               (     )    

   

 
     (1) 

 

 Attribute-based summary: In this kind of 

summary, the entropy measure is used to evaluate 

the quality of summary. The definition of entropy 

for a summary graph with   super-nodes and   

associated vertex attributes is as follows:  
 

               
   ∑

  

∑   
 
   

  ∑
|  |

   
              

 
   

 
     (2) 

 

                                        where  
 

       (     )   ∑             

  

   

 

 

and      is the percentage of vertices in the super-node 

   with value     on attribute   .  
 

 Hybrid summary: The quality of a hybrid summary 

is measured in terms of density and entropy. In fact, 

Formula (3) is used for this purpose. 
 

         α      
           

   (3) 
 

Where α and       are contributions of structure 

and vertex attributes in the quality of the summary, 

respectively. The value of    is determined based on the 

importance of the structure in graph summarization. 

Obviously, a good summary is the one with dense 

super-nodes and few interconnections. Thus, the quality 

of a hybrid summary is directly related to density and 

indirectly associated with entropy. The importance of the 

structure and attributes in summarization are not 

necessarily the same. For this reason, we multiplied 

density and entropy by α and      , respectively. 

4.5 More Summarization Feasibility Check 

Sometimes users are interested in a summary of a 

specific size. Thus, the summarization process should be 

continued to obtain a summary of that size. However, it is 

not possible to summarize a graph to obtain a summary of 

an expected size. Hence, a criterion is necessary to check 

the possibility of further summarization.  

For further summarize, there are a number of options 

such as combining intervals (ranges) of attribute values, 

promotion in a hierarchical attribute (e.g. student by human) 

or replacing a group of attributes by a newly introduced 

attribute (concept). The substitution of sub-types by super-

types in a hierarchical attribute can be continued to reach the 

highest level of the hierarchy structure. Another criterion for 

stopping summarization process is based on the summary 

quality measures such as density and entropy, which are 

presented by Equations (1) and (2). In fact, when the 

summary size is not specified by the user, summarization 

process is stopped when the summary quality is not 

increased. The summary quality is defined based on a 

compromise between density and entropy. Algorithm 3 is 

used for further summarization feasibility check. 

4.6 Preparing for more Summarization 

The degree of summarization depends on the attribute 

set. By changing the attribute set or attributes, the 

summary size changes. Changing attributes such as 

promotion in a hierarchical field or combining adjacent 

intervals of values affects the summary. Thus, 
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hierarchical and categorical fields provide the best fields 

for changing the level of summarization. Replacing some 

attributes by a new attribute also increase the level of 

summarization. Algorithm 4 is proposed for this purpose. 

5. Experimental Results 

In this section, tools, datasets and computations of the 

proposed method and finally the results are proposed.  

5.1 Gephi 

We used Gephi to extract structural information and 

visualization of the graph. Gephi is the leading 

visualization and exploration software for all kinds of 

graphs and networks.  
 

Algorithm 3: More summarization feasibility check 
Input: 

 

Output

: 
 

1 

2 

 

 

 

 
 

 

 

3 

4 

5 

Summary graph   ; 
 

A boolean value; 
 

begin 

if( (at least one of the hierarchical                         

   attributes is not at the highest 

level)  

                 or  

(combining at least two adjacent       

        interval values is possible) 

                    or  

     (introducing a new attribute is      

                  possible)  

  return true; 

else return false; 

end. 
 

Gephi is an open-source and free software and its 

latest version (0.9.1) for Windows was used in this study. 

Gephi can import data to social networks also Facebook 

or Twitter and generate a graph and clusters. 
 

Algorithm 3: Preparing for further 

summarization 
 

Input: 
 

Output: 
 

1 

2 

3 

 

 

4 

5 

6 

 

7 

8 

 

A Summary graph; 
 

A Summary graph; 
 

begin 

 let   be the less important attribute; 
 if(  is a hierarchical attribute)            
  consider a higher component of this           

    field; 

 else if(   is a numerical attribute)         

     decrease the number of its intervals; 

 else if(introducing a new attribute is                

          possible)  

 introducing a new attribute  and add it; 

end. 

5.2 Dataset 

We generated a graph with 1000 nodes and 2500 edges 

using R-Mat method and associated five attributes of age, 

gender, country, level of education and spoken languages 

to its vertices. These attributes were assigned values based 

on existing statistics for social networks. With the aim of 

obtaining graph structure information such as the number 

of connected components and their sizes, we developed a 

program for this purpose. The graph contained 185 sub-

graphs of the sizes 813, 2, 2, 2 and 1. It is needless to say 

that the last one has the occurrence of 181. We visualized 

this graph using Gephi, as shown in Fig 5. 

The structural features of this graph were extracted by 

Gephi was shown in Table 2. 
 

 
Fig. 5. Visualization of the graph by Gephi 

Table 2. The extracted structural features of the graph using Gephi 

average 

degree 
diameter Density 

connected 

components 
modularity 

4.94 14 0.005 185 0.371 

5.3 Computations 

This section describes how to calculate the similarity of 

a pair of nodes, a node and a super-node or two super-nodes. 

That is, the necessary calculations for the hybrid summarization 

are presented here. The similarity of two vertices based on the 

structure and attributes is calculated as follows:  
 

   (     )         (     )             (     )   (4) 
 

In Equation (4),       and       are the structural and 

attribute-based similarities, respectively. These two 

functions are calculated as follows:  
 

             {
                

                 
      (5) 

 

where   is the adjacency matrix of the given graph. If 

every node has   attributes, then the attributed-based 

similarity is calculated as follows:  
 

     (     )  ∑         (        )         
 
         (6) 

                     ∑    

 

   

     

 

where    is the importance of  
th

 attribute, which it is 

provided by the user and      (        ) is the similarity 

of two vertices based on an attribute    which is computed 

as follows: 
 

     (        )  

{
 
 

 
                                                      (      )

                                                        (      )

                 (     ) 

                  (     ) 
                                           

   (7) 

 

where             is the value of attribute    on vertex 

   and             is a set of values for attribute    on 

vertex   . The attribute-based similarity of two vertices in 

terms of a multi-valued attribute is calculated based on 

Jaccard similarity as depicted in Equation (7). 
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The similarity of a node and a super-node is computed 

using Equation (8).  
 

   (     )         (     )             (     )   (8) 
 

The structural similarity of a super-node and a node is 

the number of edges between the node and the super-node 

divided by the super-node size. Thus, Equation (9) can be 

utilized for this purpose.  
 

     (     )  
                       

    
   (9) 

 

The attribute-based similarity of a super-node and a 

node indicates the summation of attribute-based similarity 

of the vertex and the super-node on associated attributes. 

Thus, Equation (10) can be used for this purpose. 
 

     (     )  ∑        (        )         
 
     (10) 

 

Where 

Table 3. Summaries with 5 super-nodes and different values of   

   
summary 

916, 47, 18, 

14, 5 

821, 92,54, 

25, 8 

558, 426, 9, 

5, 24 

549, 396, 

50, 3, 2 

415, 247, 

244, 79, 15 

  1.0 0.75 0.5 0.25 0.0 

density 0.4 0.107 0.230 0.172 0.123 

entropy 353.947 297.09 278.950 257.926 199.914 

         0.001 0.0003 0.0008 0.0006 0.0006 
 

     (        )  
|{ |                             }|

|  |
 (11) 

 

The similarity of two super-nodes is calculated as follows: 
 

   (     )  
 

    
∑     (    )     

    

   
   (12) 

 

The quality of a hybrid summary is measured by 

                            and it can be used as 

a stopping criterion in the summarization algorithm. 

5.4 Implementation 

The proposed method was implemented in Java for 

evaluation. We developed this program by designing 

classes such as Graph, SummaryGraph, Node, Edge, 

SuperNode and SuperEdge to construct and summarize a 

graph. The SummaryClass has a number of methods to 

summarize a graph and calculate the density and entropy 

of the generated summary. 

5.5 Time Complexity 

In the proposed method, the dominant time belongs to 

the partitioning component. The preprocessing and 

construction of knowledge base are performed once and it 

is also obvious that their run-times is less than the run-

time of the partitioning component. The knowledge is 

stored in a tree structure. The run-time of components 

such as terminate, possibility of further summarization and 

preparing for further summarization are also less than the run-

time of partitioning component. The run-time of 

partitioning is O(   ) and since this component is 
repeated  a maximum of   times, the time complexity of 

the proposed method will be O(   ), where   is the 

number of vertices in the graph.  

5.6 Results 

We generated a number of summaries using the 

proposed method, as depicted in Tables 3, 4, and 5, to 

demonstrate the efficiency of the proposed method, as we 

did in our previous works [31] –[32]. The first row of these 

tables shows the size of super-nodes. For example, in Table 

3, the second column of the first row indicates that the 

summary has five super-nodes of sizes 916, 47, 18, 14 and 

5. Other rows represent  , density, entropy and the quality 

of each summary, respectively. As shown in Tables 3, 4 

and 5, the values of density, entropy and the quality of each 

summary are calculated for different values of  . 

To assess the quality of summaries based on the 

contribution of the structure in the summary, we changed 

the value of α from 0 to 1 with an incremental rise of 0.25 

in each step. The quality of the summary based on   

parameter is presented in Figures 6, 7 and 8. 
 

 
Fig. 6. The quality of summary graph in terms   parameter. 

Table 4. Summaries with 10 super-nodes and different values of    

   
summary 

835, 60,40, 
20,19, 13, 

5, 3 

818,8, 1, 3, 

5, 3, 6, 3 

529, 436, 
15, 5, 5, 4, 

4, 2 

523,36, 39, 
33, 5, 15, 7, 

3 

395,29, 
181,4, 45, 

3, 9, 3 

  1.0 0.75 0.5 0.25 0.0 

density 0.25 0.208 0.137 0.109 0.063 

entropy 315.306 297.71 269.148 241.748 182.515 

         0.007 0.007 0.005 0.004 0.003 
 

 
Fig. 7. The quality of summary graph in terms of   parameter. 

Table 5. Summaries with 10 super-nodes and different values of   

   
summary 

830, 47, 

32, 31, 31, 

8, 7, 5, 5, 4 

864, 68, 

16, 12, 10, 

8, 8, 6, 6, 2 

491, 378, 33, 

32, 22, 19, 

14, 6, 3, 2 

289, 244, 

236, 134, 
38, 18, 16, 

15, 7, 3 

472, 275, 

80, 60, 52, 
18, 15, 15, 

10, 3 

  1.0 0.75 0.5 0.25 0.0 

density 0.2 0.177 0.100 0.049 0.068 

entropy 315.220 322.050 232.163 159.422 196.894 

         0.006 0.005 0.004 0.003 0.003 
 

 
Fig. 8. The quality of summary graph in terms of   parameter. 
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6. Discussions 

In order to assess the quality of summaries, we 

generated summaries of sizes 5, 8 and 10 and changed the 

value of    from 0 to 1 with a 0.5 increase in each step. 

These summaries and their features are presented in 

Tables 3, 4 and 5. The quality of summaries in terms of   

are presented in Figures 6, 7 and 8. 

Table 3 shows the summaries of size 5 with different 

values of  . The values of density, entropy and the newly 

proposed criterion, Qual(   ), are calculated for each 

summary according to every value of  .  

Figures 6, 7 and 8 show the quality of summaries in 

terms of the value of  . 

As can be seen, by increasing the value of  , the value 

of entropy rises , but this increase is not significant and 

does not affect the quality of summary graph.  

In these figures, by increasing the value of    the 

quality of summary is also improved. Hence, the quality 

of the summary graph is enhanced by increasing the 

contribution of structure in the similarity of vertices. The 

results suggest that the relationship of vertices in this 

graph is based on the connection of vertices to their 

similarity. In this way, we can change the value of   to 

generate a summary with the highest quality. 

According to Figures 6, 7 and 8 and also the proposed 

criterion for summary quality, the best summary of the 

constructed graph has an  value of 1. This is in agreement 

with the features of the graph discovered by the Gephi tool and 

the program developed in Java. The best value of  , which 

corresponds to a summary of the high quality, can be learned 

by the algorithm. This is a topic to be pursued in future works. 

7. Conclusions and Future Works 

In this paper, we proposed a new method for 

summarizing a graph in an interactive and knowledge-

based manner. The proposed method could summarize a 

graph based on users’ needs. The proposed method was 

able to summarize a graph based on the structure, 

attributes or both. In this regard, ontology was used for 

graph summarization as it generated a summary of the 

right size based on user’s needs. The user can determine 

the contributions of structure and vertex attributes in 

generating the summary. We proposed a criterion to 

measure the quality of a hybrid summary. The proposed 

criterion allows comparing the quality of summaries.  

With the aim of evaluating the proposed method, we 

generated summaries of different sizes and values of   for 

a synthetic graph. The values of density, entropy and the 

proposed quality criterion were calculated for each 

generated summaries. To extract and visualizing the 

structural information of the graph, we also used the 

Gephi tool and an application developed in Java.  

The experimental results showed that the proposed 

method generated a hybrid summary of higher quality. The 

experimental results were consistent with the graph 

topological structure, obtained from the above-mentioned tools. 

We plan to extend the proposed method to summarize 

graph streams based on sliding windows to enable the 

monitoring of a graph stream. Using this method, hybrid 

summaries are compared to each other syntactically and 

semantically. A further research venue would be 

summarizing multiple graph streams. 
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Abstract 
In this paper, a new method based on the Zipf’s law for modeling the features of the network traffic is proposed. The 

Zipf's law is an empirical law that provides the relationship between the frequency and rank of each category in the data 

set. Some data sets may follow from the Zipf’s law, but we show that each data set can be converted to the data set 

following from the Zipf’s law by changing the definition of categories. We use this law to model the inter-arrival time of 

packets in the normal network traffic and then we show that this model can be used to simulate the inter-arrival time of 

packets. The advantage of this law is that it can provide high similarity using less information. Furthermore, the Zipf’s 

law can model different features of the network traffic that may not follow from the mathematical distributions. The 

simple approach of this law can provide accuracy and lower limitations in comparison to existing methods. The Zipf's law 

can be also used as a criterion for anomaly detection. For this purpose, the TCP_Flood and UDP_Flood attacks are added 

to the inter-arrival time of packets and they are detected with high detection rate. We show that the Zipf’s law can create 

an accurate model of the feature to classify the feature values and obtain the rank of its categories, and this model can be 

used to simulate the feature values and detect anomalies. The evaluation results of the proposed method on MAWI and 

NUST traffic collections are presented in this paper. 

 

Keywords: Network Traffic Modeling; Inter-arrival Time; Anomaly Detection; DoS Attack; The Zipf’s Law. 
 

 

1. Introduction 

Today, network traffic analysis and examination of its 

different aspects have great importance. Researchers need 

the artificial traffic to evaluate the efficiency and security 

of networks. In other words, they require a traffic 

generator to simulate the actual traffic. For this purpose, 

researchers must study the actual traffic without anomaly 

and extract patterns from it; then they can generate 

traffics that follow from the extracted patterns, and import 

them into the network. By doing this, they can monitor 

the networks based on efficiency and security. 

Furthermore, researchers can create abnormal traffic by 

identifying the normal traffic behavior and examine the 

network security with it. The models can also be used to 

provide security in the network. One way to detect 

anomalies is that we identify the normal behavior of 

network traffic and define any deviation from it as an 

anomaly. In other words, any deviation from the model 

obtained from normal traffic is considered as an anomaly. 

Thus the modeling of different features of the network 

traffic is important in anomaly detection. 

In this paper, the Zipf’s law is proposed to model the 

features of the network traffic and detect anomalies. This 

law can model the network traffic using less information 

from it, and provide accurate simulation using the 

resulting model. Furthermore, we show that the model 

obtained from the Zipf’s law can detect anomalies. To do 

this, firstly we create a normal traffic collection and 

model its features using the Zipf’s law. The resulting 

normal model can be used to simulate the normal network 

traffic, and to detect anomalies by examining the 

deviations from the normal traffic. The main contribution 

of this paper can be summarized in four major categories: 

1) Modeling the features of the network traffic using 

less information. 

2) The Zipf’s law can model different features of the 

network traffic that may not follow from mathematical 

distributions. 

3) Using the model obtained from the Zipf’s law, we 

can simulate the features of the network traffic and detect 

anomalies which affect these features. 

4) The Zipf’s law is very suitable for detecting attacks 

that have frequent sequential patterns, for example, 

Denial-of-Service (DoS) attack. 

The rest of this paper is organized as follows. In section 

2, the Zipf’s law, the reasons for network traffic analysis, 

and anomaly detection approaches will be introduced. In 

section 3, the related works will be presented in the field of 

network traffic modeling and anomaly detection. In section 

4, firstly we prove mathematically that all data sets can be 

converted to the data sets following from the Zipf’s law. 

Then the proposed method based on the Zipf’s law, for 

modeling network traffic and using it for simulation and 
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anomaly detection, is presented. In this section, the traffic 

collections and experiment method will also be defined. 

Furthermore, we will show how the number of categories 

must be determined in the Zipf’s law. In section 5, the 

experiments related to the traffic modeling and anomaly 

detection are evaluated more accurately. Furthermore, the 

Zipf’s law is compared with Benford’s law and the entropy 

theory. In the final section, the results are evaluated. 

2. Background 

2.1 The Zipf’s law 

George Kingsley Zipf, professor of linguistics at 

Harvard University, in 1949 reached conclusions about the 

words and their frequencies in the text by studying the 

words in books. His initial result showed that if you count 

all words in a book and sort them in descending order, you 

will see that the rank of each word is inversely proportional 

to its frequency. In other words, the number of each word 

appeared in the text is inversely proportional to its rank. 

This relationship is known as the Zipf's law. According to 

this law, a word with the rank of 1 appears twice more than 

a word with the rank of 2 in the text. It also appears three 

times more than a word with the rank of 3 [1].  

This law shows the relationship between a frequency 

F and a rank R (Eq. (1)) [1][2]. Based on this relation, the 

frequency of each word multiplied by its rank will be 

almost a constant value in the text. In this relation, N is 

the total number of the words and A is the constant value 

close to 0.1 (0<A<1). Figure 1 shows the frequency of 

each rank in the Zipf’s law [1][2]. 
 

       

 
       (1) 

 

It can also be defined as a logarithmic relation (Eq. (2)) 

[1][2]. The logarithmic form of the Eq. (1) and its graph 

are important and they will be used in this paper. 
 

         
  

 
         (2) 

 

This law can also be used in other topics. It is very 

strange how and why a simple relation occurs in many 

complex topics. For example, the relationship between the 

Zipf's law and the coherence property of the urban system 

(e.g. the city size distribution) has been studied [3][4]. 

Furthermore, the relationship between this law and the 

distribution of user-generated passwords has been 

investigated [5]. Researchers, with the concrete knowledge 

of password distributions, suggest a new metric based on the 

Zipf’s law for measuring the strength of password datasets. 

In [6], the capacity scaling law of a device-to-device (D2D) 

caching network according to the Zipf popularity distribution 

has been studied. Also, in [7], researcher investigate the use 

of Benford’s law and the Zipf’s law to distinguish between 

humans using keystroke biometric systems and non-humans 

for auditing application. The law is also used for the 

simulation of a number of hits on the World Wide Web, 

page rank prediction, and viral email detection [8][9]. 

 
Fig. 1. Zipf’s law diagram 

2.2 Network Traffic Analysis 

Researchers are interested to display and understand 

the network traffic. Network traffic analysis includes the 

processes of capturing and evaluating the network traffic 

[10]. This concept is also known as network analysis, 

protocol analysis, and packet sniffing. 

Network traffic analysis is done for different 

objectives and it can provide important information on the 

user behavior patterns. Network managers can get a better 

understanding of the networks with these patterns. An 

important purpose of the network traffic analysis is the 

modeling of different features of the network traffic. The 

models created from different features of the network 

traffic can be used in various fields, including 

development of the normal and attack traffic simulators, 

detection of the anomalies and attacks, study of the 

service performance, examination of the network security 

policies, projection of the future network requirements, 

and prevention of the network traffic monitoring. 

Development of the normal and attack traffic 

simulators is an important issue in network traffic 

modeling. Due to the lack of proper traffic collection for 

experiments, researchers are trying to create traffic 

generators with the most similarity to the actual traffic. 

These traffics must be generated based on the needs of the 

network managers; therefore, the global traffics that are 

available cannot be suitable. Traffic generators can have 

an important role in the evaluation of the service 

performance of a newly established network, and the 

monitoring of the security policies before implementing 

them. Researchers have created many network traffic 

generators with different characteristics, including 

Harpoon [11], D-ITG [12], TCPReplay [13], and 

Avalanche [14]. Network traffic analysis and modeling 

can provide adequate information about network 

requirements in the future, and network administrators can 

define proper policies and programs for these requirements. 

The attackers are interested to access network traffic. 

They receive critical information in this way. To prevent 

it, some systems add artificial traffic to their actual traffic 

[15]. For this purpose, the artificial traffic should be 

added to the actual traffic to conceal important 

information and the actual behavior of the network. 

Furthermore, the artificial traffic should not allow that 

attackers distinguish it from the actual traffic. Therefore, 
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network traffic modeling is important for generating the 

artificial traffics that are similar to the actual traffic. In 

[16], the problems of those who want to simulate internet 

traffic have been described; however, the solutions have 

also been proposed to address the problems [17]. 

The network traffic modeling can also be used to detect 

anomalies and attacks. For example, by modeling the 

different features of the normal network traffic and 

comparing it with actual traffic, any deviation from the 

normal model can be considered as an anomaly [18]. 

Therefore, accuracy in modeling for accurately identifying 

anomalies and attacks and reducing false alarm is very 

important. Traffic analysis is used to detect errors in the 

network and also can help to understand the main reason of 

the error and its effect on communication between users. 

2.3 Anomaly and Attack Detection 

Intrusion detection systems (IDS) can be classified 

into three approaches: signature-based, behavior-based, 

and a hybrid approach [19]. A signature detection 

system identifies patterns of traffic to detect a malicious 

activity, while an anomaly detection system compares 

the activities occurring with normal activities [19]. The 

hybrid approach uses a combination of approaches. The 

main advantage of a signature detection system is that 

the known attacks can be detected with a low false alarm 

rate. These systems require a signature for every attack. 

The main advantage of an anomaly detection system is 

that the unknown attacks can be detected, but these 

systems have the high percentage of false alarms. 

Network traffic anomalies can be classified into 

outages, flash crowds, attacks, and measurement failures 

[20]. Network outages include any network failure event 

or temporary misconfigurations. Flash crowds are mainly 

caused by the sudden increase in the users of a special 

service. Network attacks can typically be any kind of 

intentional failures, including flood-based denial-of-

service events. Measurement failures can be caused by 

problems with the data collection infrastructure itself. 

A general approach for anomaly detection is to define 

a normal behavior and observe the actual behavior of the 

system and compare them. Any deviations from normal 

behavior should be considered as an anomaly [18]; 

however, there are many challenges to this simple 

approach. The key point is the difficulty of defining a 

normal behavior that should include any possible normal 

behaviors. Also, anomalies and methods of attacks change 

rapidly. Another major challenge is the massive amounts 

of data. Anomaly detection techniques require efficient 

computing to handle the large incoming data. In addition, 

data are usually online, therefore they need online 

analysis. Another important issue that arises because of 

the high volume input is that even a low percentage of 

false alarms can make analysis overwhelming. 

 

 

3. Related Work 

3.1 Network Traffic Modeling 

Researchers have introduced many models on network 

traffic. According to their goals, they have investigated 

various features of the network traffic and modeled some 

of them. For example, important features of the Telnet, 

SMTP, HTTP, and FTP protocols are modeled in [21]. 

Before it, researchers had described most features of the 

network traffic with the Poisson distribution, but the 

others showed that except for user-initiated TCP session 

arrivals, other TCP connection arrivals don’t follow from 

the Poisson distribution [21]. 

In [22], the inter-arrival time of the TCP and UDP 

packets are studied by the Kolmogorov-Smirnov method 

to match with the mathematical distributions. In this paper, 

the Pareto and Weibull distributions are introduced as the 

most appropriate distributions for representing the inter-

arrival time of the TCP and UDP packets. 

In a network, packets can be transferred with a 

specific maximum size which is determined by the MTU 

parameter, and thus large packets should be divided into 

small ones. It leads to the inaccurate simulation of the 

actual packet size. In [23], researchers have been studied 

the packet size to estimate the probability density function 

that has a minimum difference with the packet size 

distribution graph. 

Before considering the concept of self-similarity, the 

Poisson was the most important distribution for modeling 

the network traffic. The concept means that the statistical 

graphs of features will never change at different scales. 

Researchers show that the features of the network traffic 

have the self-similarity feature, and so they cannot be 

modeled by the Poisson distribution [24][25]. In [26], 

methods have been developed for modeling of self-similar 

traffic and loading process of telecommunication 

networks. After discovering this, the Weibull became the 

most important distribution to describe the different 

features of the network traffic [27]. In addition, the 

majority of features of the network traffic are long-tail, 

and it leads to more importance of the Weibull 

distribution because it can show the long-tail behavior for 

some shape and scale parameters. In [28][29], the role of 

the Weibull distribution in internet traffic modeling has 

been explained. In [29], researchers empirically show that 

despite the variety of data networks in size, number of 

users, applications, and load, the inter-arrival times of 

normal flows correspond to the Weibull distribution. 

In [30], the network jitter has been modeled by 

mathematical distributions. Jitter can affect the quality 

of service. So jitter can be modeled to identify the 

factors that cause it. In these papers, the packet jitter has 

been studied with considering its path nodes. For this 

purpose, type and number of nodes are used for 

modeling the packet jitter. 
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3.2 Anomaly and Attack Detection in Network Traffic 

Fernandes et al. have been proposed a survey to 

review the most important aspects related to anomaly 

detection [31]. They show that the anomaly detection 

methods can be divided into six categories, including 

statistical methods, clustering methods, finite state 

machine methods, classification-based methods, 

information theory, and evolutionary computation. 

As mentioned, intrusion detection systems (IDS) are 

divided into three categories: signature-based, behavior-

based, and hybrid approach [19]. Snort and Bro are 

signature-based intrusion detection systems which have 

rules to detect attacks [32]. SPADE, NIDES, PHAD, and 

ALAD are examples of behavior-based intrusion 

detection systems which are based on the statistical 

models and produce the anomaly detection alarms when a 

large deviation from normal behavior occurs [32]. 

Behavior-based intrusion detection systems, to 

evaluate the deviation from normal behavior, need to 

define the fast and accurate criteria that be able to work 

with a large volume of data. For this purpose, many 

methods have been proposed, including Benford's law and 

entropy theory. For example, in [33], Benford's law is 

used as a criterion to detect anomalies in the inter-arrival-

time of SYN packets (the TCP flow initiator) which 

follows from a Weibull distribution with the shape 

parameter less than one. The difference between the inter-

arrival-time of the actual flows and the Weibull 

distribution can be used to detect anomalies affecting the 

flow of SYN packets. This paper showed that the random 

variable of the Weibull distribution follows the Benford's 

law, so easily and without loss of generality, the Weibull 

conformance test can be replaced with the first-digit test 

which is less complicated. Also in [34], this law has been 

used to detect anomalies in the UDP packets and flows. 

The entropy theory is more used in the anomaly 

detection process [35][36][37][38][39][40]. For example, in 

[35], the entropy theory is used to detect anomalies created 

by the SYN and Port_Scan attacks. In other words, the actual 

network traffic is compared with the basic distribution 

defined for normal traffic with the help of the entropy theory. 

In [36], important features of packets are selected for 

defining rules that prevent from the DoS attacks with the help 

of the entropy theory. In [37], the performance of IDS based 

on data mining and K-means algorithm is modified by using 

entropy theory. In our paper, the behavior-based method 

based on the Zipf’s law will be used to detect anomalies. 

4. The Zipf’s Law in Modeling and Anomaly 

Detection 

In section 3, different models of the features of the 

network traffic have been introduced. In these models, the 

researchers compare the features of the network traffic with 

mathematical models and distributions, and if they match, 

those models will be used as the best representation of the 

normal behavior of features. However, this approach has 

limitations. For example, the features that don’t follow 

from a specific mathematical distribution can’t be modeled. 

Furthermore, the model obtained from a traffic collection 

may not be usable in other traffic collections. In this paper, 

the Zipf’s law is used to solve the above problems. This 

law can provide a normal behavior model from feature 

values with ranking the different categories. 

In this section, firstly we prove that all data sets can be 

converted to the data sets following from the Zipf’s law. 

Then we use this law for modeling the network traffic and 

using it for simulation and anomaly detection. 

Furthermore, we will show how the number of categories 

must be determined in the Zipf’s law. 

4.1 Following all Data Sets from the Zipf’s Law 

According to the Zipf’s law (Eq. (1)), the rank of each 

category is inversely proportional to its frequency. In other 

words, the frequency of each category      can be obtained 

by multiplying the sum of all frequencies     in the constant 

value    , and then divided it by its rank     . According to 

this law, the frequency of a category with the rank of 1 (    , 
Maximum frequency) is equal to multiplication the sum of all 

frequencies in the constant value         . Furthermore, 

this value      can be calculated by multiplying the rank in 

the frequency other categories           . 

In this subsection, we prove that all data sets (even 

those that don’t follow from the Zipf’s law) can be 

converted to the data sets following from the Zipf’s law 

by changing the definition of categories. For this purpose, 

we assume that there is a finite data set   , and the 

categories   {               } has been defined for it. 

We show the frequency of each category with      . 

Furthermore, according to Eq. (3), the categories with the 

rank of     and their frequency are shown with    and 

     , respectively. If the   can be converted to the 

   {                   }  that               , it 

can be proven that the    follows from the Zipf’s law. 

The    includes the categories       which have the rank 

of    , and their frequency is equal to the maximum 

frequency        , the rank of 1) division by the  . We 

assume that the    can be null except      
 

   {  
         (  

 )  
     

 
⁄ }   (3) 

 

Now, with the above assumptions, we prove our 

hypothesis. We assume that the categories defined from 

the    have the same frequency            is 

constant). In this case, our hypothesis can be proved by 

aggregating categories. The   {          }  can be 

converted to the    {                  }that the      

           may have only one member, the others are 

null, and              . The    is equal to the 

aggregation of the maximum number of the    . It is 

important that we can always define the   
{          } with             . So all data sets can 

follow from the Zipf’s law. Figure 2 shows an example 

for this purpose. 

We show that the rank of each category is the best 

description of that category, and by having it and the total 

number of samples     (in this paper, packets) can calculate 
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the frequency of each category according to the Zipf’s law (Eq. 

(1)). In this paper, the rank of each category is our model, and 

it can be used in the simulation and anomaly detection. 

4.2 The Proposed Method 

In this subsection, the proposed methods for modeling, 

simulation, and anomaly detection are defined. The 

summary of our methods is shown in Figure 3. To perform 

the experiments, firstly we create a data set of the selected 

feature values. Then we model the data set with the Zipf's 

law. This model can be used in the simulation and 

anomaly detection. As mentioned in subsection 4.1, all 

data sets can follow from Zipf’s law with changing the 

definition of their categories. In the Zipf’s law, the number 

and range of categories must be specified. This part is the 

most important step in the Zipf's law. If the number and 

range of categories were properly selected, an accurate 

model would obtain that can simulate features and detect 

anomalies with high efficiency. In subsection 4-3, we 

explain how to determine the number of categories. In the 

next step, according to Eq. (4), the maximum value of the 

data set is subtracted from the minimum value and then it 

is divided by the number of categories. By doing so, the 

range of categories is determined. 
 

      
                                        

                        
 (4) 

 

 
Fig. 2. An example of changing the definition of categories for 

following a data set from the Zipf’s law 

 
Fig. 3. our proposed methods for modeling, simulation and anomaly detection 

Then the frequency of each category must be counted 

by viewing the data set. After obtaining the frequency of 

each category, the rank of each category should be 

determined. As mentioned, the rank of categories is used 

as a model in the Zipf’s law. In order to determine the 

rank of categories, three steps have been defined: 

 Step 1: The frequency of categories is sorted in 

ascending order, then the first category is assigned 

the rank of 1, and the last category is assigned a 

rank equal to the number of categories. Categories 

that have a frequency of zero or one will have the 

rank of zero. 

 Step 2: The rank of categories that have the same 

frequency must be set to the lower rank. For 

example, if the fourth and fifth categories, which 

have the rank of 4 and 5 respectively, have the same 

frequency, their rank will be 5. 

 Step 3: As mentioned in the definition of the 

Zipf’s law, the frequency of a category with the 

rank of 1 will be twice more than the frequency of 

a category with the rank of 2, and three times more 

than the frequency of a category with the rank of 3. 

To comply with this law, the pseudocode of 

Algorithm 1 is used. In this pseudocode, the rank 

of each category, obtained from step 2, will be 

modified. For this purpose, if the frequency of the 

category with the rank of k is smaller than the 

frequency of the first category divided by   and is 

greater than the frequency of the first category 

divided by    , the rank of the category is 

suitable for it. Otherwise, the   value will increase, 

and step 3 will be done again. In this pseudocode, 

the    is the number of categories. The      is 

the rank of the     category. The         is the 

counted frequency of the     category. 
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                 Algorithm. 1 Step 3 of the ranking                      Algorithm. 2 Calculating the frequency of each category 

 

By doing the above steps, a model obtains from the 

normal behavior of the network traffic feature. We show 

that this model is accurate. To do this, the frequency of 

each category is calculated by using the Zipf's law and the 

obtained ranks, and their results are compared with actual 

normal counted frequencies. In other words, the calculated 

frequencies are compared with the counted frequencies. As 

mentioned, the counted frequencies obtain from actual 

normal traffic, and the calculated frequencies obtain using 

the pseudocode of Algorithm 2. To perform the comparison, 

the frequency graph is used in both simple and logarithmic 

types. The SSE difference criterion is also used to show the 

difference between the counted and calculated frequencies. 

This criterion is calculated by using Eq. (5). 
 

    ∑                              
   

    (5) 
 

In this relationship, the NC is the number of categories. 

Also, FCal and FCnt are the calculated and counted 

frequencies respectively. The ri is the rank of the ith category. 

To prove that the Zipf's law can provide an accurate model, 

the SSE value of each category must be small. 

The pseudocode of Algorithm 2 is used to calculate the 

frequency of each category. This pseudocode will be 

executed until the total of the calculated frequencies is equal 

to the number of the required packets. In order to evaluate 

the model, the total of the calculated frequencies is 

considered equal to the total number of packets of the actual 

normal network traffic, but this value in anomaly detection is 

considered equal to the total number of packets of the 

abnormal network traffic. Furthermore, the total of the 

calculated frequencies in the simulation is considered equal 

to the number of the required packets. As can be seen in the 

pseudocode of Algorithm 2, only the rank of each category is 

used for calculating the frequency of each category. In this 

pseudocode, the frequency of each category is calculated by 

dividing the number of the required packets on its rank. The 

constant value of A can be set to 0.1. however, for greater 

precision in the A value, according to Eq. (6), the counted 

frequency of each category can be multiplied by its rank and 

divided by the total number of packets, and then their sum 

can be divided by the number of the non-zero categories. 

This value can also be considered as the A value that will 

always be a number close to 0.1. In this relation, the NCNZ is 

the number of the non-zero categories. 
 

  
 

      
 ∑             

  
      (6) 

 

We use from the pseudocode of Algorithm 2 to show 

the accuracy of the model, the network traffic simulation, 

and anomaly detection. We can use the calculated 

frequencies for network traffic simulation. In other words, 

we specify the number of required packets for simulating 

and then use from the resulting model and the pseudocode 

of Algorithm 2 for calculating the frequency of each 

category and generate packets according to it. In this 

paper, packet generation isn’t done actually. We just 

calculate the frequency of each category using the model 

and show that these frequencies are similar to frequencies 

of the actual normal traffic. In other words, we know how 

many packets must be in each category in the total 

number of packets in the normal network traffic. 

For detecting anomalies, the same above activities are 

done. For example, suppose the feature and number of 

categories have been selected and the rank of each category 

has been extracted from normal traffic. In other words, we 

have the normal behavior model. Now we will examine 

abnormal traffic with this model. For this purpose, the 

frequency of each category must be counted in abnormal 

traffic. Then according to the total number of abnormal 

traffic packets, the expected frequency of each category in 

normal traffic is calculated by the pseudocode of Algorithm 

2 and the normal model. Then the calculated frequency of 

each category from the normal model is compared with the 

counted frequency of each category from abnormal traffic. 

Categories which their frequency shows a large difference 

according to the SSE value are considered as the anomaly. 

If the counted frequency of each category is not 

proportional to its rank, the SSE value will be increased. 

We add the TCP_Flood and UDP_Flood attacks to the 

normal traffic of MAWI and NUST to create two abnormal 

traffic collections. There are these attacks in the NUST 
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traffic collection separately. Since we know the location of 

attacks in the traffic collections, the deviation in the areas 

proves that the proposed method works properly. The SSE 

criterion is used to detect anomalies. For this purpose in Eq. 

(5), the calculated frequency from model normal is 

compared with the counted frequency from abnormal traffic. 

4.3 Determining the Number of Categories 

Determining the exact number of categories is the most 

important step in the Zipf’s law. If it is properly selected, 

an exact model will be achieved that leads to high 

efficiency in the anomaly detection. The number of 

categories influences the speed of processes and the 

accuracy of results. To determine the number of categories, 

a balance must be established between the increase in the 

number of categories and the decrease in the number of 

categories with zero frequency (meaningless categories). 

The increase in the number of categories leads to the 

lower speed of the modeling, simulation and anomaly 

detection processes. It also increases categories with zero 

frequency. For example, the range of 0.5 byte is 

meaningless for packet size because it doesn’t get a 

decimal value. Moreover, if the maximum and minimum 

values of the data set are too far away, and the values aren’t 

uniformly distributed over the entire range, many 

categories with zero frequency will be produced which may 

not have a role in the modeling, simulation and anomaly 

detection. Nevertheless, the increase in the number of 

categories will increase the accuracy of results. For 

example, assume the frequency of packets that their packet 

size is between 80 and 100 bytes is 1000. If we divide this 

range into two parts, the frequency of packets that their 

packet size is between 80 and 90 bytes may be 800. This 

example clearly shows the effect of increasing the number 

of categories in modeling. Moreover, if an anomaly event 

occurs in packets that their packet size is 95 bytes, anomaly 

detection in the range of between 90 and 100 bytes will be 

done much easier than the range of between 80 and 100 

bytes. Nevertheless, the increase in the number of 

categories or the decrease in the range of categories is 

preferred because the modeling process is done only once. 

The minimum range of categories can vary in different 

features. For example, the minimum range of categories in 

packet size feature is one byte because it cannot be a 

decimal value. However, the minimum range of categories 

in inter-arrival time feature is different and it can be 

selected based on the accuracy and unit of time (e.g., 

seconds or milliseconds). We can also use several ranges 

for each experiment. Figure 1 shows that the frequency of 

early categories is much more than the frequency of other 

categories. We can choose a smaller range for these 

categories and a larger range for others; however, we use 

the same range for all categories of each experiment in this 

paper. This range is calculated by Eq. (4). 

 

 

 

4.4 Experimental Results 

4.4.1 Traffic Collections 

NUST Traffic collection [41] is used in our paper. It has 

been collected at the National University of Sciences and 

Technology in Pakistan, and its benign and attack packets 

have been marked. There is header and payload information 

of more than 6 million TCP packets and 1 million UDP 

packets in this traffic collection. Also, there are three 

subsets (home, isp and soho) in it that show traffic capture 

sources. Furthermore, there are attack packets include 

TCP_Flood, TCP_Port_Scan, and UDP_Flood in this traffic 

collection. These attack packets can be injected into normal 

packets for evaluation of intrusion detection systems. 

The other traffic collection that is used in our paper is 

MAWI [42]. MAWI, the measurement and analysis on the 

WIDE internet, captures the packets from a trans-pacific 

backbone connecting a combination of general and academic 

hosts and servers to the internet. The MAWI traffic 

collection is a public traffic extracted from the MAWI 

working group traffic archive. Each file of the traffic 

collection, collected over a 150 Mbps trans-pacific backbone 

link, consists of the first 96 bytes of all IP packets sent over 

the link from 14:00 to 14:15 every day. We just used one 

minute of the collection collected in 2014/11/01. There is 

header and payload information of more than 3 million TCP 

packets and 3 thousand UDP packets in it. We have removed 

attacks from this traffic collection using the Snort software. 

Therefore, it can be used as a normal traffic collection. 

4.4.2 The Zipf’s Law in Modeling and Simulation 

In this part, we show two graphs for each experiment 

(Figure 4). The number of categories is 10000 in all 

experiments. The first graph compares the counted 

frequency and the calculated frequency of each category. 

The vertical axis is the frequency of each category, and the 

horizontal axis is the number of each category. The second 

graph compares the logarithm of the counted frequency and 

the calculated frequency of each category. The vertical axis 

is the logarithm of the frequency of each category, and the 

horizontal axis is the logarithm of the rank of each category. 

In the second graph, the logarithm of the frequency of each 

category has been shown in order of its rank. 

Experiments have been conducted on the inter-arrival 

time of packets. Details of these experiments have been 

shown in Table 1. The inter-arrival time of packets 

obtains through the subtraction of arrival time of each 

packet from the arrival time of the previous packet. 

Because these values are very small, all values are 

multiplied by the large constant value. The results of 

experiments have been shown in Figure 4. 

As can be seen in Table 1, the SSE value for all 

experiments is very small. Also in Figure 4’s graphs, the 

frequency of each category, counted from the normal 

traffic, conforms to the frequency of the same category, 

calculated from the normal model. Therefore, this model 

can be used in network traffic simulation. In other words, 

the number of packets of each category in a normal 
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artificial traffic can be specified by this model. Also, we 

know how many packets with a certain feature value must 

be generated in network traffic simulation. This simulation 

provides the highest accuracy with minimum information. 

4.4.3 The Zipf’s Law in Anomaly Detection 

In this part, we show two graphs for each experiment 

(Figure 5). The number of categories is 10000 in all 

experiments. The first graph compares the calculated SSE 

of each packet in normal traffic. The second graph 

compares the calculated SSE of each packet in abnormal 

traffic. The calculated SSE value of each category is 

assigned to all packets of it. So if a category is abnormal, 

all packets of it will be abnormal. In both graphs, the 

vertical axis is the SSE value of each packet, and the 

horizontal axis is the number of each packet. 

We create abnormal traffic collections by adding 3000 

packets of the TCP_Flood and UDP_Flood attacks to normal 

traffic collections. These packets are added from the 

200,000th packet onwards of the TCP and UDP normal 

traffic collections. The packets of these attacks are sent at 

certain time intervals, 10 packets per second for 300 seconds, 

to achieve their objectives (disrupting the target system). For 

this reason, a specific inter-arrival time in the traffic 

collection will significantly increase. Thus, according to the 

Zipf's law, one or more categories will have better rank, and 

the changing rank against the normal rank is easily detected 

by the Zipf's law. In other words, the SSE value of these 

categories increases significantly. As can be seen in the 

second graph, the SSE value from the 200,000th packet 

onwards increased significantly. However, as mentioned, 

some of the normal packets are known as an anomaly. 

 
Fig. 4. The counted and calculated frequencies graphs in both simple 

and logarithmic in different traffic collections: (a) TCP packets of NUST 

collection; (b) UDP packets of NUST collection; (c) TCP packets of 

MAWI collection; (d) UDP packets of MAWI collection; 

 

 

Table 1. Details of the modeling experiments 
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NUST 

TCP 

packets 
6276243 zero 7935 438 0.7935 0.1293 0.0026 

UDP 

packets 
1472908 0.001 98.141 177 0.0098 0.2131 0.0024 

MAWI 

TCP 

packets 
3768306 zero 416 524 0.0416 0.2569 0.0028 

UDP 
packets 

327740 zero 3543 831 0.3543 0.1387 0.0233 

 

 
Fig. 5. The calculated SSE graphs in both normal and abnormal traffic 

collections in different traffic collections: (a) TCP packets of NUST 
collection; (b) UDP packets of NUST collection; (c) TCP packets of 

MAWI collection; (d) UDP packets of MAWI collection; 

5. Evaluation 

5.1 Evaluation of Experiments in the Different 

Number of Categories 

In this paper, the Zipf's law was used for modeling, 

simulation and anomaly detection in network traffic. At 

the end of this paper, the proposed method is evaluated 

more accurately. The evaluations were done on a system 

with a quad-core CPU and 4 GB RAM. 

5.1.1 Evaluation of the Modeling and Simulation 

The modeling time and SSE Criteria are used to 

evaluate the modeling and simulation. In other words, the 

elapsed time for modeling and the SSE value which shows 

the difference between the calculated frequency from the 

model and the counted frequency from actual traffic, are 

used to evaluate them. According to the algorithms 1 and 2, 

the modeling time depends on the number of packets and 

categories. It is obvious that the lower values for both 
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criteria indicate the better efficiency of the experiment. 

Summary of results has been shown in Table 2. As 

mentioned, the number and range of categories have an 

important role in modeling and simulation in the Zipf’s 

law. We show the importance of this issue by repeating the 

experiments in the different number of categories, 

including 1000, 5000, and 10,000 categories.  

As can be seen in Table 2, by increasing the number 

of categories, the modeling time increases; however, the 

SSE value doesn’t change much with this increase. The 

modeling time and the SSE value are appropriate in a 

fewer number of categories, but increasing the number of 

categories can provide more information from events 

occurring in the network traffic. For example, assume the 

frequency of packets that their packet size is between 80 

and 100 bytes is 1000. If we divide this range into two 

parts, the frequency of packets that their packet size is 

between 80 and 90 bytes may be 800. This example 

clearly shows the effect of increasing the number of 

categories in modeling. However, increasing the number 

of categories may lead to produce the categories with zero 

frequency which do not have a role in the modeling, 

simulation and anomaly detection. Therefore, the number 

of categories must be determined according to the needs. 

Table 3 shows the number of categories with a non-zero 

frequency in different number of categories. 

As can be seen in Table 2, the SSE value is very low 

in all results; this means that the Zipf's law is effective in 

network traffic modeling and simulation. So by increasing 

the number of categories, the modeling and simulation are 

done accurately. 

Table 2. The modeling and simulation experiments in the different 
number of categories 

Traffic 

Collection 

Inter-arrival 

time 

Number of 

categories 

Range of 

categories 

Modeling 

time (s) 
SSE 

NUST 

TCP packets 

1000 7.9350 100.462 0.0052 

5000 1.5870 400.259 0.0026 

10000 0.7935 784.905 0.0026 

UDP packets 

1000 0.0981 20.330 0.0042 

5000 0.0196 92.727 0.0024 

10000 0.0098 183.580 0.0024 

MAWI 

TCP packets 

1000 0.4160 59.476 0.0029 

5000 0.0832 245.049 0.0029 

10000 0.0416 476.790 0.0028 

UDP packets 

1000 3.5340 5.125 0.0748 

5000 0.7086 21.698 0.0748 

10000 0.3543 42.267 0.0233 

Table 3. The number of categories with a non-zero frequency in the 
different number of categories 

Traffic 

Collection 
Inter-arrival time 1000 5000 10000 

NUST 
TCP packets 287 375 438 

UDP packets 53 92 177 

MAWI 
TCP packets 273 395 524 

UDP packets 532 667 831 

5.1.2 Evaluation of the Anomaly Detection 

The efficiency of anomaly and attack detection 

methods is often measured by two criteria: the detection 

rate and false alarm rate. To define the two criteria, two 

types of possible error which are their variables must be 

introduced. These two types of error are:  

• False positive or false alarm error: A false positive 

error occurs when a normal event is detected as an 

attack event. 

• False negative error: A false negative error occurs 

when an attack event is identified as a normal event. 
 

                    
                        

                           
 (7) 

 

                    
                        

                       
 (8) 

 

                 
                        

                       
 (9) 

 

In this part, the two measures, the detection rate and 

false positive rate, are used to assess the proposed anomaly 

detection method. The elapsed time (detection time) to 

calculate the deviation is another criterion to assess this 

method. According to the algorithms 1 and 2, the detection 

time depends on the number of packets and categories. If 

the detection rate gets high value and the detection time 

and the false positive rate get low value, anomaly 

detection method will have better efficiency. Table 4 

shows the results of the anomaly detection in the different 

number of categories. It is observed that by increasing the 

number of categories, the elapsed time to calculate the 

deviation increases, and also the detection rate and false 

positive rate are improved. For this reason, the number of 

categories must be determined according to the needs. 

Table 4. The anomaly detection experiments in the different number of 
categories 

Traffic 

Collection 

Inter-arrival 

time 

Number of 

categories 

Detection 

time (s) 
FPR (%) DR (%) 

NUST 

TCP packets 

1000 198.115 0.014 85.4 

5000 525.944 0.006 95.27 

10000 923.977 0.003 98.5 

UDP packets 

1000 46.655 0.061 91.83 

5000 121.930 0.040 96 

10000 217.352 0.014 98.87 

MAWI 

TCP packets 

1000 130.305 0.040 71.03 

5000 315.321 0.013 92.97 

10000 574.729 0.007 96.77 

UDP packets 

1000 10.577 0.44 63.23 

5000 27.821 0.19 93.23 

10000 49.131 0.082 97.03 

5.2 The Theoretical Comparison of the Zipf’s 

Law with the Benford’s Law and Entropy Theory 

In section 3, we showed examples that used from 

Benford's law and entropy theory in anomaly detection. In 

this subsection, we propose more details of these laws and 

show advantages of the Zipf’s law against them. Benford's 

law is an empirical law used in various fields. According to 

this law (Eq. (10)), the occurrence probability of the d digit 

as the first digit of any value in a data set isn’t unexpectedly 

uniform. It has a logarithmic relationship [43]. 
 

        
   

 
     (10) 
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We can say that Benford's law is a special case of the 

Zipf’s law. Although Benford's law is a powerful law in 

anomaly detection, it has some limitations in this field. In 

this subsection, some limitations of Benford's law are 

presented and the Zipf’s law is recommended due to 

fewer limitations and more benefits: 

• Benford's law can only be done on numerical 

values because it needs to extract their first digit, 

but Zipf's law can be done on non-numeric values. 

• Categories in Benford's law are the first digit of 

values, but they could be anything in the Zipf’s law. 

• The frequency graph of the first digit of feature 

values in Benford's law must be logarithmic, and 

this causes some data sets don’t follow from 

Benford's law. The main advantage of the Zipf’s 

law is that the frequency graph should not be 

necessarily logarithmic. 

• Benford's law doesn’t provide a model for feature 

values, and only when the first digit of feature 

values of network traffic is logarithmic, Benford's 

law can be used to detect anomalies. However, the 

Zipf's law can extract a model from feature values 

and use it in the simulation and anomaly detection. 

In spite of all the advantages of the Zipf’s law, 

Benford's law has advantages over the Zipf's law. The 

most important advantage of Benford's law is that it just 

counts the frequency of the first digit from the traffic 

collection and compares it with the logarithmic 

distribution, then it can detect anomalies. But for anomaly 

detection in the Zipf’s law, the frequency of the normal 

model of each category is calculated and then compared 

with the counted frequency of the same category in the 

abnormal traffic. For this purpose, the categories must be 

defined and their normal rank extracted. So Zipf’s law 

needs to extract the normal model. 

Entropy is used in different science to study disorder 

and uncertainty. It emphasizes that normal systems have 

few disorders, and anomalies increase them; thus 

anomalies can be detected by this theory. In Eq. (11), P(xi) 

is the probability of the independent variable xi [44]. 
 

            ∑                   (11) 
 

The Zipf's law and the entropy theory are very similar 

to each other. Zipf's law extracts an order from a feature 

in the normal traffic collection and thereby can detect 

anomalies affecting it. The entropy theory has essentially 

been defined by order and disorder and can identify 

anomalies affecting a system. 

In spite of the high similarity between the Zipf’s law 

and the entropy theory, there are differences in the two 

approaches. For example, the entropy theory is more used 

in the anomaly detection process [35][36][37][38][39][40]. 

In other words, the entropy theory cannot use in the 

modeling and simulation processes. However, the Zipf's 

law can extract a model from normal traffic and use it in 

the simulation and anomaly detection. Thus the Zipf's law 

provides more capabilities than the entropy theory. 

5.3 The Practical Comparison of the Zipf’s Law 

with the Benford’s Law 

In the related works, we presented two papers that use 

the Benford’s law to detect anomalies in the inter-arrival 

time of packets [33][34]. We select them for comparison 

because they use the same MAWI and NUST traffic 

collections, albeit with different law and assumptions. Table 

5 shows the best results of the three papers for comparison. 

As can be seen, according to the descriptions of the 

subsection 5-2, the results of the three papers are almost the 

same. However, the detection time of our method is more 

than the other ones. This is because the Zipf’s law needs to 

calculate the normal frequencies and to count the anomaly 

frequencies. But the Benford's law can only be used to detect 

anomalies, while the Zipf’s law can be used as a perfect 

method for the modeling, simulation, and anomaly detection. 

Table 5. Results obtained for comparing our proposed method based on 

the Zipf’s law with the presented methods based on the Benford’s law 

Traffic 
Collection 

Inter-arrival 
time 

Paper 
Detection 
time (s) 

FPR (%) DR (%) 

NUST 

TCP packets 

Our 923.977 0.003 98.5 

[33] 45.23 0.010 98.62 

[34] - - - 

UDP packets 

Our 217.352 0.014 98.87 

[33] - - - 

[34] - - - 

MAWI 

TCP packets 

Our 574.729 0.007 96.77 

[33] 32.52 0.012 97.24 

[34] - - - 

UDP packets 

Our 49.131 0.082 97.03 

[33] - - - 

[34] 2.188 1.53 98.93 

6. Conclusions 

In this paper, the Zipf's law was used to model and 

simulate the normal behavior of network traffic and detect 

anomalies. The Zipf's law is an empirical law that has been 

used in various research topics. Some data sets may follow 

from the Zipf’s law, but we proved that each data set can be 

converted to the data set following from the Zipf’s law by 

changing the definition of categories. We used this law to 

model the inter-arrival time of TCP and UDP packets in the 

normal network traffic and then we proposed a method to 

detect anomalies by using the resulting model. For this 

purpose, the TCP_Flood and UDP_Flood attacks were 

added to the normal traffic collections and they were 

detected with high detection rate with the help of this law. 

We also showed that this model can be used to simulate the 

inter-arrival time of packets. Then we compared the Zipf's 

law with Benford's law and entropy theory in anomaly 

detection and showed that it can be used as a perfect method 

for the modeling, simulation, and anomaly detection. 

For future works, we can examine other features of the 

network traffic which that may not follow from a particular 

mathematical distribution. The results of this work can be 

effective in detecting other attacks and anomalies. 

Furthermore, models created from other features can be 

used to develop a network traffic simulator. 
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Abstract 
Millions of comments and opinions are posted daily on websites such as Twitter or Facebook. Users share their 

opinions on various topics. People need to know the opinions of other people in order to purchase consciously. Businesses 

also need customers’ opinions and big data analysis to continue serving customer-friendly services, manage customer 

complaints and suggestions, increase financial benefits, evaluate products, as well as for marketing and business 

development. With the development of social media, the importance of sentiment analysis has increased, and sentiment 

analysis has become a very popular topic among computer scientists and researchers, because it has many usages in 

market and customer feedback analysis. Most sentiment analysis methods suffice to split comments into three negative, 

positive and neutral categories. But Appraisal Theory considers other characteristics of opinion such as attitude, 

graduation and orientation which results in more precise analysis. Therefore, this research has proposed an algorithm that 

increases the accuracy of the sentiment analysis algorithms by combining appraisal theory and fuzzy logic. This algorithm 

was tested on Stanford data (25,000 comments on the film) and compared with a reliable dictionary. Finally, the algorithm 

reached the accuracy of 95%. The results of this research can help to manage customer complaints and suggestions, 

marketing and business development, and product testing. 
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1. Introduction 

Recently, the sentiment analysis has become a very 

popular topic among computer scientists and researchers, 

because it has many usages in market and customer 

feedback analysis [1]. About 81% of Internet users search 

online at least once before purchasing a product, and 20% 

of them repeat it every day. Published reviews about 

products and services affect roughly 73% to 87% of 

buyers; hence, 20% to 99% of buyers prefer to choose the 

best services and products based on the existing opinions. 

These statistics indicate that customers now pay more 

attention to the views of other customers to receive more 

services and products. Customer opinions have always 

formed an important part of the information necessary for 

the decision-making. Before the advent of the World 

Wide Web (WWW), individuals asked the opinion of 

friends and experts to decide on purchasing products or 

services. However, the Internet and the Web have made it 

possible to understand the opinions and experiences of 

other people (regardless of the level of familiarity and 

expertise) [2]. With the advent of social networks, the 

possibility of interaction and communication between 

individuals has increased. This is because social networks 

have significantly tightened communication on the web 

and are being used by a wide range of people of different 

ages due to its’ cheap, fast, and affordable access. The 

amount of data generated by web users during the 

exchange of information is also increasing. Individuals 

and companies that offer services or sell products have 

always been keen to see community feedback about their 

products and services [3]. 

Businesses need customer feedback to provide after-

sales services, such as managing customer complaints, 

supporting and managing customer relationships, and 

predicting future sales. Therefore, sentiment analysis 

helps companies to know what customers think about 

their products so they can modify their products’ features 

and introduce new products according to their customers’ 

opinions [4]. People also need to know the opinions of 

other people in order to purchase consciously. Because, 

before buying, they will be aware of the experiences of 

other people and can decide which product is best. This 

requires the development of computational resources for 

the unlimited expansion of the expressing sentiment, as 

well as the increasing computing power to facilitate the 

processing of large amounts of data [5]. Extracting useful 

knowledge from this amount data is called sentiment 
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analysis, which is widely used from business services to 

political campaigns [6]. With the development of social 

media, such as reviews, forum discussions, blogs, micro-

blogs, Twitter, and social networks, the importance of 

sentiment analysis has increased [4]. 

Studies that examine the feasibility of doing this with 

greater precision and lower costs have largely relied on 

two main methods. The first method is the "Bag of 

Words," which recognizes negative and positive 

documents based on the frequency of the occurrence of 

different words in the document; in this way, different 

learning methods can be used to select or weigh different 

parts of the text [4][7-8]. However, the performance of 

Bag of Words is somewhat limited due to a few 

fundamental deficiencies in handling the polarity shift 

problem [4]. Another method is called "contextual 

polarity," which usually divides words into good and bad 

and then calculates the good and bad points for the entire 

document [9-10]. However, these methods have ignored 

the important aspects of sentiment analysis. Therefore, a 

more precise contextual analysis of attitudinal expressions 

is required. Moreover, "separate units" of such 

expressions are not words but rather evaluation groups, 

such as "very good" and "not so funny", which express a 

particular tendency [10]. To date, few studies have 

incorporated data mining components into the fuzzy logic. 

Moreover, few researchers have focused on the semantic 

differences of the sentiment classification characteristics, 

with most tending to categorize texts with positive and 

negative sentiments. The positive or negative sentiments 

of the comments reduce the accuracy of the sentiment 

analysis algorithm. In fact, sentiments have several aspects 

that are fully addressed in the appraisal theory [11]. This 

theory is based on terms such as "very good" and "not so 

funny," in which an appraisal group is a set of specified 

values that are placed in several independent contextual 

classes and read the speaker or author' opinion. In fact, 

sentiment analysis provides a grammatical system for 

evaluating the writer or speaker's opinions [12]. 

Because of these problems and defects, this study, by 

combining the appraisal theory and fuzzy logic provides 

the third group of sentiment analysis methods for 

sentiment analysis and classification in the attempt to 

cover all the features of commented words and opinions.  

This study begins with a review of the literature, 

followed by a description of the research method used and 

proposed algorithm. Finally, the implications and 

conclusion of the study will be explained. 

2. Literature Review 

Sentiment analysis is a text classification task that seeks 

to classify documents in accordance with the view of 

individuals (polarity) on a particular subject [13]. Sentiment 

analysis uses automated tools to detect subjective 

information, such as opinions, attitudes, and feelings 

expressed in text [4]. It includes numerous tasks, such as 

sentiment extraction and classification, mentality detection, 

and opinions summary [14]. The most active research area 

of sentiment analysis is natural language processing, which 

is widely studied in data mining, web mining, and text 

mining [4]. Pang and Lee [2] studied a variety of techniques 

and approaches that are used directly in sentiment-based 

information search systems and are used to convey a sense 

of excitement to the reader about the intellectual richness 

and extent of the area. Different studies use different 

sentiment analysis tools and techniques to improve the 

accuracy and quality of meta-analysis algorithms, and to 

achieve the three main objectives of managing customers’ 

complaints and suggestions, marketing and business 

development, and product evaluation. 

 Manage Customers’ Complaints and Suggestions  

All businesses realize that products and services must 

be endorsed by customers in order to ensure their business 

continuity. Before the advent of the WWW, the reactions 

of people to products depended on the people around them. 

But today, with the advancement of technology, people's 

perceptions of products or services are very fast, which 

leads to the failure or success of those products or services. 

Businesses can follow these published comments to easily 

identify their weaknesses and strengths, so, they can 

modify their products features [4]. Therefore, different 

methods are used in research of sentiment analysis. For 

example, Whitelaw et al. [10] provided a method for 

classifying sentiments using appraisal groups, in which all 

the limited features of reviews combined together by using 

the Bag of Words model and trying to manage customer 

feedback. Kanade et al. [4] have also used the Bag of 

Words model along with dual sentiment analysis to classify 

the reviews. The proposed system uses a dictionary-based 

classification for accurately classifying the reviews as 

positive, negative and neutral. Both the product owner and 

the user can identify the quality of the product based on the 

sentiment graph that is generated based on the reviews for 

each product. Pak and Paroubek [7] used linguistic analysis 

for sentiment analysis. They indicated how to automatically 

use a collection of writings for sentiment analysis and 

opinion mining objectives. Their sentiment classifier can 

determine positive, negative and neutral sentiments for a 

document. Moghaddam [15] have also proposed a 

technique to automatically extract defects and 

improvements from customer feedback for summarizing 

them. The results of this study indicated that without any 

manual annotation cost, the proposed semi-supervised 

technique can achieve comparable accuracy to a fully 

supervised model in identifying defects and improvements.  

 Marketing and Business Development 

In the past, word-of-mouth advertising was used for 

marketing and business development. But today, with the 

development of social networks, it is done at a faster pace 

and with more quality and trust. Businesses use big data 

and sentiment analysis techniques to advertise and expand 

their markets. This has led to the emergence of products 

and services’ platforms for customers. In this regard, Li et 

al. [16] have proposed a recommender system based on 
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opinion mining to extract opinion related information 

from the massive reviews. They analyzed the linguistic 

information and designed a two-layer selection algorithm 

to find the most suitable products for customers. Their 

method had great accuracy, feasibility, and reliability. 

 Product Evaluation 

Evaluating the reaction of customers to the beta 

version of some products or services can be costly or, in 

some cases, impossible for reasons such as speed of 

product delivery to the market or royalty, which would 

cost business owners. With the introduction of analytical 

techniques, it is possible to assure customer's feedback to 

the product before it is delivered to the market. For 

example, Denecke and Deng [17] used sentiment analysis 

techniques to test their medical products and patient 

feedback. They performed a quantitative assessment with 

respect to word usage and sentiment distribution of a 

dataset of clinical narratives and medical social media, 

characterized the facets of sentiment in the medical 

sphere and identified potential use cases. Andreevskaia 

and Bergler [18] also presented a method for extracting 

fuzzy sentiments from WordNet using the Sentiment Tag 

Extraction Program (STEP). They indicated that the Net 

Overlap Score can be used as a measure of the words’ 

degree of membership in the fuzzy category of sentiment.  

There are several methods of sentiment analysis, one 

of which is appraisal theory. This theory is based on terms 

such as "very good" and "not so funny". Khoo et al. [11] 

used appraisal theory to determine the positive, negative 

and neutral sentiments of manual and automatic text news. 

Korenek and Šimko [3] also improved the speed and 

accuracy of the sentiment analysis algorithm using 

appraisal theory. 

The presentation of a new method for classifying 

sentiments using appraisal groups goes beyond the 

categories of "positive" and "negative" [10]. Sentiment 

analysis with fuzzy logic due to its reasoning (and a 

closer look at exact sentiments) helps producers or 

consumers, or any other interested person, to make an 

effective decision regarding their favorite product or 

service [19]. Yadav et al. [20] presented a refined method 

for classifying keywords based on their sense relative to 

other keywords in the text. Fuzzy logic is used to classify 

these words expressing sentiments according to their 

application in the sentence. Dragoni et al. [13] has also 

used fuzzy logic to create the relationships graph in order 

to represent the appropriateness between sentiment 

concepts and different domains. They developed a 

semantic resource based on the connection between an 

extended version of WordNet, SenticNet, and ConceptNet, 

that has been used both for extracting concepts and for 

classifying sentences within specific domains. Krishna, 

Pandty, and Kumar [21] developed a new model for 

opinion mining and sentiment analysis, which uses the 

machine learning and fuzzy approach to classify the 

sentiment on textual reviews, and to automate the process 

of mining attitudes, opinions and hidden emotions from 

text. Apple et al. [22] proposed a hybrid classification 

model based on fuzzy sets, a solid sentiment lexicon, 

traditional NLP techniques and aggregation methods to 

investigate and devise solutions to the Sentiment Analysis 

Problems. They indicated that their hybrid method is 

much better at the sentence level. Keith et al. [14] used a 

hybrid approach that combines an unsupervised machine 

learning algorithm along with a natural language 

processing technique to analyze the reviews and to tag 

part of a speech (POS) to obtain the syntactic structure of 

a sentence. The syntactic structure, along with the use of 

dictionaries, can determine the semantic orientation of the 

reviews through an algorithm. Haseena Rahmath [23] also 

proposed a multi-step opinion mining system that involves 

pre-processing to clean the document, a rule-based system 

to extract features and a scoring mechanism to tag their 

polarity. The proposed technique utilizes fuzzy functions to 

emulate the effect of various linguistic hedges such as 

dilators, concentrator and negation on opinionated phrases 

that make the system more accurate in sentiment 

classification and summarization of users’ reviews. 

The prior studies are categorized into the three 

categories to identify the various tools for sentiments 

analysis and their details. Figure 1 demonstrated how these 

categories are related to the main output of this research: 
 

 
Fig. 1. Relationship between previous studies and present research 

As can be seen from previous research, the studies have 

used two theories of appraisal theory and fuzzy logic 

separately to analyze the sentiments, but they have not 

studied the hybrid performance of these methods. Hence 

this study used a hybrid method of appraisal theory and 

fuzzy logic to improve the sentiment analysis algorithm. 

Many studies have been done in the field of sentiment 

analysis, therefore, a large number of data sets are the same 

data set that the proposed algorithm of this study is tested 

on. The importance of this is that we can compare the 

results of this research with the results of previous studies. 

3. Conceptual Framework 

This study is constructive and the CRISP-DM 

methodology, which is one of the greatest analytical 

methods for data mining projects, is used in this study. 

The general framework of the study is based on the 

research by Alamsyah et al. [24]. This framework 

analyses the sentiments using the appraisal theory. 

However, changes to the algorithm result in an unclear 

appraisal theory. In this framework, by applying the 

appraisal theory, the characteristics of comments are 

categorized and by using the techniques of text mining 
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and fuzzy logic, the orientation of the opinions from the 

positive and the negative is changed to the fuzzy range. 

The algorithm has been implemented using the Python 

programming language. According to the CRISP-DM 

model, it is imperative to identify the business and data. 

All the opinions published on social networks and online 

shopping bases platforms pertain to the statistical 

population of this study. The proposed algorithm has been 

tested on Stanford University data. The data is divided 

into two groups: (i) positive and (ii) negative and needs 

no further preparation because the data type is textual and 

is ready to be processed in the programming environment.  
 

 
Fig. 2. Conceptual Framework 

4. Algorithm Implementation 

The Stanford University data used in this study 

comprise two sets of 12,500 negative and positive 

comments published about a movie [25]. These data are 

textual (txt) and their authors are anonymous. All the data 

are expressed in the author’s own language and do not 

refer to anyone else. The importance of these comments 

can be examined in the following categories: 

 Understanding customer’s taste in the film 

 Understanding the components of filmmaking for 

future releases 

As all comments have been published in the author's 

own language, therefore, the discursive source constitutes 

the author's opinion. This dataset is divided into two 

groups: (i) Positive and (ii) negative. However, the degree 

of positive and negative is not known and thus would be 

determined through the proposed algorithm. Therefore, the 

fuzzy logic is used to determine the severity of the positive 

and negative aspects of the comments. To use fuzzy logic 

on data, it is necessary to have a dictionary that has 

positive and negative words, so that by comparing the 

dictionary and comments contained in the review of the 

movie, the degree of positive or negative comments will 

be determine. The majority of words in this dictionary 

have typos. In fact, these mistakes have been deliberately 

incorporated to include misleading words that are used 

extensively in social networks. In addition, a set of English 

adverbs has also been used to determine the classification 

and severity of the comment. For example, consider the 

following two sentences: the first sentence is positive at 

87.5%. This figure is obtained comparing the positive 

sentence to the positive dictionary. As can be seen, there 

are seven positive words and a negative word, which 

results in a negative percentage of 12.5%. Each word that 

indicates the sentiment has a two-point score and each 

adverb has one point score thatits pseudocode is as below: 
-------- file contents: 
This show is awesome! I love all the actors! It has great story 
lines and characters. It is the perfect drama. James Caan and 
Josh Duhamel have great dialogue. They both can be really 
funny.I miss Vanessa Marcil on General Hospital, but she's 
great on here. James Lesure is great! He can be hilarious. Molly 
Sims plays a dimwit very well. The writing is awesome! They 
keep up an excellent pace. The show can really leave you 
hanging, which is one of my favorite elements of a show. I 
cannot wait until the new season starts. This show makes it to 
the top ten of all my shows. I hope this show stays on for a 
really long time. If people know what good is, it will. I never 
want the show to end. Ever. 
-------- positive matches: 
set(['perfect', 'great', 'good', 'love', 'top', 'favorite', 'excellent']) 
-------- negative matches: 
set(['miss']) 
-------- results before matching the adverbs : 
./data/positive/9201_10.txt - pos:14 - neg:2 
./data/positive/9201_10.txt - pos:87.5 - neg:12.5 
Subsequently, the classification and severity of the sentiments in 
the sentence is determined. This is done by assigning the 
coefficient to the sentence for each adverb. Because the adverbs 
represent the emphasis and strength of sentiments. Therefore, if 
one score is added to the total score of each positive clause, the 
effect of the adverb on the sentence will increase the positive 
percentage to 90%. Its peso code is as below: 
-------- adverb matches : 
set(['very', 'never', 'up', 'really']) 
-------- results after matching the adverbs : 
./data/positive/9201_10.txt - pos:18 - neg:2 
./data/positive/9201_10.txt - pos:90.0 - neg:10.0 

Table 1. Comparison of the Adverbs Effect in Sentiment Scoring 

Before the use of adverb After the use of adverb 
Positive Negative Positive Negative 

14 
87.5% 

2 
12.5% 

18 
90% 

2 
10% 

 

The same trend is considered in negative statements 

that Its pseudocode is as below: 
 -------- file contents: 
This movie is ridiculous. It's attempting to be a comedy but the 
screenplay is horrible. The whole movie is done in low light and 
you can’t grasp the fact that it's a comedy. Truly is bad 
cinematography. You really have to sit there and watch it to 
realize there's a few jokes here and there going on but either way 
they're all inside jokes amongst themselves. This is more like a 
wannabe drama flick that went bad. It really is a very pointless 
movie. Their expressions reveal nothing but dismay and disaster 
which turns out that way anyway. Unless you want to be bored 
out of your ass, I suggest you stay away from this gag of a movie. 
-------- positive matches: 
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set(['like']) 
-------- negative matches: 
set(['dismay', 'bad', 'bored', 'pointless', 'disaster']) 
-------- results before matching the adverbs: 
./data/negative/6533_1.txt - pos:2 - neg:10 
./data/negative/6533_1.txt - pos:16.6666666667 - 
neg:83.3333333333 

As it is clear, there are five negative words and a 

positive word that makes the sentence positive by 16.6%. 

Therefore, if one score added to the total score of each 

negative clause, the effect of the adverb on the sentence, 

will improve the negative percentage by about 5%. Its 

peso code is as below: 
-------- adverb matches : 
set(['very', 'away', 'there', 'really', 'more']) 
-------- results after matching the adverbs : 
./data/negative/6533_1.txt - pos:2 - neg:15 
./data/negative/6533_1.txt - pos:11.7647058824 - 
neg:88.2352941176 

Finally, the algorithm is run on all 25,000 comments 

on the movie browsing website. The results are shown in 

figure 3. As Figure 3 illustrates, the amount of negative 

words used in positive comments was greater than positive 

words, so that negative word strength overestimates the 

positivity of the opinion. By using the adverbs, the effect 

of the positive words in the positive comments increases 

and the accuracy of the algorithm in the calculation of the 

positive opinion increases. Figure 4 indicates the positive 

and negative outcomes of the comments after after 

including the adverbs in positive comments. 
 

 
Fig. 3. The amount of positive and negative opinioon on positive comments 

By using the adverbs, the effect of the positive words 

in the positive comments increases and the accuracy of 

the algorithm in the calculation of the positive opinion 

increases. Figure 4 indicates the positive and negative 

outcomes of the comments after after including the 

adverbs in positive comments. 
 

 
Fig. 4. The positive and negative outcomes of the comments after 

including the adverbs in positiv comments 

The same is done for negative comments (Figure 5, 6). 

As shown in Figure 5, the negative words used in the 

negative comments were much higher than the positive ones. 
 

 
Fig. 5. The amount of positive and negative opinioon on negative comments 

By using the adverbs, the effect of the negative words in 

the negative comments increases and the accuracy of the 

algorithm in the calculation of the positive opinion increases. 

Figure 6 indicates the positive and negative outcomes of the 

comments after including the adverbs in negative comments. 
 

 
Fig. 6. The positive and negative outcomes of the comments after 

including the adverbs in negative comments 

According to the results of the sentimen analysis, the 

movie, despite having positive comments, still has no 

general interest, and even positive comments contain a 

significant percentage of negative words. Moreover, the 

results indicate that before applying the appraisal theory, 

and only by using fuzzy logic, the positive feedback 

reached a precision of 79.632%, which improved after 

including the adverbs (the classification component of the 

appraisal theory) to 95.952%. Moreover, before applying 

the appraisal theory, and only by using fuzzy logic, the 

negative feedback reached a precision of 69.664%, which 

improved to 94.28% after including the adverbs (the 

classification component of the appraisal theory). 

5. Comparison of the Proposed Algorithm 

with the Basic Algorithms 

The accuracy of the proposed algorithm compare with 

the basic algorithms is indicated in table 2. According to 

the table 2, the study of Pang and Lee [8] divided 

comments into two positive and negative categories and 

achieved an accuracy of 86.4% in sentiment analysis. In 

addition, among the researches that have been analyzed 

the sentiments using the appraisal theory Whitewall et al. 

[10] earned the best score of 90% in the accuracy of 

sentiment analysis. The combination of fuzzy logic with 

appraisal theory has increased the accuracy of the 

sentiment analysis algorithm to 95%. In addition, 



 

Journal of Information Systems and Telecommunication, Vol. 6, No. 2, April-June 2018 93 

consideration of all the components of the appraisal 

theory as well as the fuzzy analysis of the opinions, and 

sentiment has improved the analysis algorithm. The 

results indicate a greater accuracy with the proposed 

algorithm compared to the previous algorithms (Ttable 2). 

Table 2. The accuracy of the proposed algorithm compared with basic 

algorithms 

The algorithm of 
[10] 

The algorithm of [8] 
Proposed 
algorithm 

algorithm 

90% 86.4% 95% Accuracy 

6. Discussion and Conclusion 

Internet and social media platforms resulted in changes 

not only to consumers’ attitudes, perceptions and 

behaviours but also to the decision-making process itself. 

With the development of social media like as reviews, 

forum discussions, blogs, micro-blogs, Twitter, and social 

networks, the importance of sentiment analysis increased. 

Sentiment analysis is most active research areas in natural 

language processing which is widely studied in data mining, 

Web mining, and text mining. However, few studies have 

incorporated data mining components into the fuzzy logic. 

Moreover, few research have focused on the semantic 

differences of the sentiment classification characteristics. 

Therefore, this study, used a hybrid approach of the 

appraisal theory and fuzzy logic that has not been used in 

prior studies to cover all the features of commented words 

and opinions. Usually, the opinions about the film are 

divided into two categories of positive and negative. 

Therefore, the comments sentiment is quite clear. But the 

rate of positive or negative sentiments is not determined, 

that our proposed algorithm calculated the positive or 

negative percentage of words contained in the comment. 

The adverbs used in the comment also determine the 

strength of the comment. In fact, the adverbs have been 

used to determine the classification of the appraisal theory. 

All the opinions expressed on the film are expressed in 

the author's own language. Therefore, the source of the 

commentary is the author. The study of Pang and Lee [8] 

has achieved an accuracy of 86.4% in sentiment analysis 

and divided comments into two positive and negative 

categories. In addition, among the researches that have 

been analyzed the sentiments using the appraisal theory 

Whitewall et al. [10] earned the best score of 90% in the 

accuracy of sentiment analysis. The combination of fuzzy 

logic with appraisal theory has increased the accuracy of 

the sentiment analysis algorithm. In addition, consideration 

of all the components of the appraisal theory as well as the 

fuzzy analysis of the opinions, and sentiment has improved 

the analysis algorithm. According to this study, before 

applying the appraisal theory, and only by using fuzzy 

logic, the positive feedback reached a precision of 79.632%, 

which improved after including the adverbs (the 

classification component of the appraisal theory) to 

95.952%. Moreover, before applying the appraisal theory, 

and only by using fuzzy logic, the negative feedback 

reached a precision of 69.664%, which improved to 94.28% 

after including the adverbs (the classification component of 

the appraisal theory). The results indicate a greater 

accuracy with the proposed algorithm compared to the 

previous algorithms. The results of this study can be used 

for managing customer complaints and offers, sales 

forecasts, and the types of services and products available 

in the future, as well as for testing products and services in 

all customer-centric industries. 

The use of the appraisal theory in sentiment analysis 

has increased in recent years. This method has three 

variables that should be identified and analyzed in the text. 

The study of these three variables is time-consuming and 

complex, requiring high computational power from the 

sentiment analysis machines. Therefore, the combination 

of this method with fuzzy logic was used only in the 

sentiment analysis, and the three other variables were not 

studied. Hence, it is suggested that future research 

develop an improved algorithm to analyze the users’ 

sentiments in social networks based on the hybrid method 

of appraisal theory and fuzzy logic by considering all the 

variables of the appraisal theory. 

In addition, the proposed algorithm involves fuzzy 

logic only in the trend orientation. However, fuzzy logic 

can be combined with all the appraisal theory variables to 

increase the accuracy of the model. 

The algorithm used in this study can be used to 

measure the opinion and comments posted about various 

products. The output of this algorithm is usable for all 

products. The dictionary used in this research is a 

complete set of positive, negative and English constraints 

that cover a wide range of vocabulary. However, it is 

suggested to use this algorithm for comments posted in 

Persian by creating a Persian dictionary. 

In addition, the proposed hybrid algorithm was 

validated on data from Stanford University, which was 

comments on a movie. These data were in English and 

had the language constraints. Therefore, it is suggested 

that future studies develop this algorithm in Persian-

language social networks and evaluate its performance. 

Moreoer, In this research, we have been working with 

English, however, the proposed technique can be used 

with any other language. 

The previous studies have used different data, which 

limits the possibility of comparing this method with 

previous methods. Morover, all the data of this research is 

quoted by the author him/herself, which practically 

influences the source of the discourse. Therefore, future 

research can, by using the classification variable in the 

appraisal theory examine the opinions expressed by others.  
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Abstract 
Because of various ecological, environmental, and economic issues, energy efficient networking has been a subject of 

interest in recent years. In a typical backbone network, all the routers and their ports are always active and consume 

energy. Average link utilization in internet service providers is about 30-40%. Energy-aware traffic engineering aims to 

change routing algorithms so that low utilized links would be deactivated and their load would be distributed over other 

routes. As a consequence, by turning off these links and their respective devices and ports, network energy consumption is 

significantly decreased. In this paper, we propose four algorithms for energy-aware traffic engineering in intra-domain 

networks. Sequential Link Elimination (SLE) removes links based on their role in maximum network utilization. As a 

heuristic method, Extended Minimum Spanning Tree (EMST) uses minimum spanning trees to eliminate redundant links 

and nodes. Energy-aware DAMOTE (EAD) is another heuristic method that turns off links with low utilization. The 

fourth approach is based on genetic algorithms that randomly search for feasible network architectures in a potentially 

huge solution space. Evaluation results on Abilene network with real traffic matrix indicate that about 35% saving can be 

obtained by turning off underutilized links and routers on off-peak hours with respect to QoS. Furthermore, experiments 

with GA confirm that a subset of links and core nodes with respect to QoS can be switched off when traffic is in its off-

peak periods, and hence energy can be saved up to 37%.  

 

Keywords: Energy-aware Traffic Engineering; Green Networking; Greedy Algorithms; Genetic Algorithms. 
 

 

1. Introduction 

The Internet is expanding very fast. Reports generated 

in 2007 indicate that about 5.5% of whole world energy 

consumption is related to the Internet, and this number is 

annually increased by the rate of 20-25% [1]. In 2012 

American’s home equipment such as modems, routers, 

and gateways consumed about 803 TWH electricity and 

produced five million tons of CO2. 

Efforts toward power consumption management in 

networks cover a wide variety of methods ranging from 

energy-proportional routing to moving data centers to 

geographical locations that offer low-cost and/or nature-

friendly electricity. Recently green networking solutions 

[2] were presented with the aim of reducing CO2 and 

energy cost by designing energy-aware protocols and 

planning and manufacturing low power devices.  

In traditional networks, routing takes place with static 

parameters in which packets of data select shortest paths to 

their destination. Traffic engineering is the task of routing 

network traffics in an efficient and reliable manner. It uses 

link load variations as routing parameters in building paths 

with the aim of optimizing an objective function. Basically, 

IP routing protocols try to route traffics over shortest paths, 

considering link weights as a metric. However, focusing 

on the optimal path may lead to congestion on links 

constituting the path. Traffic engineering methods try to 

re-shape and balance the load so that links and paths in 

other parts of the network are also involved. The main 

objective here is to keep link utilization in predefined 

bounds [3]. Energy-aware traffic engineering (EATE) 

extends the concerns to new dimensions related to power 

consumption, its costs, and side-effects [4]. 

As a subfield of green networking, EATE considers 

energy consumption in routers as the main parameter in 

routing decision. According to recent statistics, link 

utilization in networks providing Internet is about 30-40% 

[5]. Although green networking has attracted lots of 

attention in recent years, few works have been done on this 

subject [6]. Low utilized network links, lack of preferable 

energy management methods for network infrastructures, 
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increasing cost of energy, increasing number of Internet 

subscribers, and increasing number of ISPs, are motivations 

for developing energy-aware traffic engineering approaches.  

Turning off network elements to save energy is a key 

insight in developing energy-aware solutions; however, 

selection of the elements to turn off is not a trivial task. For 

a fixed topology and known traffic demand, several subsets 

of the network elements can be candidates for deactivation. 

Identifying the best candidate is computationally very 

expensive, and hence is not feasible for practical 

applications. Looking for feasible sub-optimal solutions by 

using approximation algorithms such as greedy approaches, 

search techniques enriched by heuristics, and random search 

techniques would be a natural decision for this problem. 

Another consideration in the decision for turning off an 

element is its effect on network stability. For a given traffic 

demand, an approach can nominate a low utilized link for 

removal but the link may be required in a slightly modified 

traffic pattern. These subsequent changes to the network 

architecture make it unstable and produce management 

overhead. Hence, any modification to the network 

architecture must take future traffic variations into account. 

Estimating future traffic pattern can help in selecting suitable 

removal candidates. The effectiveness of the approach is 

directly related to the precision of the estimation process.  

In the context of intra-domain traffic engineering, this 

paper proposes four algorithms for efficient tailoring of 

the network. The algorithms turn off a subset of network 

elements and produce a set of paths to transfer the 

demanded traffic. Selection procedure considers both 

energy consumption and network stability. Since there are 

multiple paths from a source to a destination and the paths 

are usually low-utilized, their traffics can be aggregated 

and routed over a single path. Elements of the other paths 

can be deactivated to save energy. It is important to notice 

that deactivation of links and nodes should not degrade 

network performance metrics such as maximum link 

utilization, packet delay, and reliability.  

Our main contribution is twofold. First, our approach 

separates topology management from the routing decision. 

In this step, we do not alter settings of route setup 

procedures, link weights, and hyper-parameters. Secondly, 

we propose a set of new heuristics for sleeping nodes and 

links. The heuristics are based on the out of the box 

information from routing infrastructure.  

1.1 Preliminaries 

In this section, energy usage model of network routers 

is described. Furthermore, since our approach is based on 

DAMOTE (Decentralized Agent for MPLS Online 

Traffic Engineering) algorithm [7], [8] we introduce the 

algorithm and emphasize its important features. 

1.1.1 Energy Usage in Network’s Hardware Components 

A network router is the main hardware device for 

traffic engineering. Network routers are composed of a 

chassis and a number of line cards which have 

deactivation capability. Line cards are the most important 

energy users in a router. For instance, 43% of energy 

usage in a Cisco 12000 router
1
 is in its line cards.  

We assume that a router has a single line card and each 

line card has 12 ports. A network link connects two distinct 

router ports. Line cards consume 40 watts and each port, 

when it is idle, consumes two watts. Additional 1.73 watts is 

consumed when a port transmits data with its whole potency. 

The maximum power consumption of each port will be 3.37 

watts. Every port in this paper has 1Gbps bit rate. 

Comprehensive analysis of network power consumption is 

discussed in [9]. When all ports of a line card are inactive, 

the whole line card will be deactivated to save more power. 

Power usage of a router is calculated by Eq. 1 [9]. 
 

Eq. 1                 ∑          

 

   

       

 

Where, Pr is total power usage in the router and Pch is 

power consumption in its chassis. Nln and Np indicate the 

number of line cards and ports respectively. K is the 

number of different port configurations. UF is port 

utilization factor and C is the constant power usage of 

each port regardless of traffic crossing over it. 

1.1.2 Network Energy Proportionality Index 

In Figure 1 power consumed by a device is plotted 

against the load on the device (in Gbps or active number of 

ports). Ideally, the power consumed should be proportional 

to the load, with the maximum power consumed, M, being 

as low as possible. The ideal curve represents this desired 

behavior. In practice, the behaviour of network devices 

follows the measured curve in which the device consumes 

at least I watts. The difference between ideal and measured 

curves forms the basis of the following energy 

proportionality index (EPI) for networking components: 
 

 
Fig. 1. Ideal and measured power consumption of network devices [9] 

 

Eq. 2 
                    

                        

                      
 

                                                           
1. http://www.cisco.com/c/en/us/products/routers/ 12000-series-

routers/index.html 

http://www.cisco.com/


 

Journal of Information Systems and Telecommunication, Vol. 6, No. 2, April-June 2018 97 

If θ and φ are the angles at the origin for the ideal and 

measured power, EPI is simply (tan(φ)/tan(θ)) ∗ 100. We 

express EPI in percentages, with 100 implying that the 

device has perfect energy proportionality and 0 implying 

that the energy consumed by the device is always a 

constant value. Note that EPI is independent of the 

maximum load that can be carried by the device. Thus, it is 

most useful in comparison of energy proportionality of 

devices in the same class. Furthermore, normalized power 

is the maximum power consumed by the device, M, divided 

by its aggregated bandwidth, G. Equation calculates the 

energy consumption of a router without taking into account 

the basic power usage, I. Actually, energy consumption of 

transferring one megabit is calculated by equation 3: 
 

Eq. 3                       
 

This value is used in estimating power consumption of 

a network topology serving a traffic demand. 

1.1.3 The DAMOTE Algorithm 

Basic routing function in this paper uses DAMOTE 

algorithm. DAMOTE is an MPLS routing function that 

sets up LSPs online and incrementally in order to 

optimize an objective function. It uses Bellman-Kalaba 

shortest path algorithm in building up routing paths.  

Different objective functions have been used in 

DAMOTE of which we focus on the following one that 

combines load balancing and traffic minimization, as in 

Eq 4. Here, α allows tuning the trade-off between load 

balancing and traffic minimization. Lower α will favor 

longer paths and smooth the load throughout of the 

network, whereas a greater α will try to minimize the 

traffic over links. In the case of α = 0, it gives a low 

blocking probability by avoiding single point of failure. 

The ordered pair (i,j) indicates a link of the set U.       
     

denotes the amount of reserved bandwidth on the link. 

      
   

 denotes capacity of the link and 
    ̅̅ ̅̅ ̅̅ ̅̅

     is the average 

reserved capacity of all links. 
 

Eq. 4 
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The rest of this paper is organized as follows. Section two 

gives a brief overview of the related recent works. Section 

three presents motivation, and proposed algorithms for energy-

aware traffic engineering. Analysis of the experimental results 

is presented in section four. Section five contains some 

concluding remarks and draws a few future directions. 

2. Related Work 

Energy-aware traffic engineering has been the subject of 

many works in recent years. For a thorough and extensive 

review of the literature see [2], [4], [10], and [11]. Existing 

methods can be grouped into three main categories, namely 

rate adaptation, infrastructure sleeping, and green 

networking [4]. Following the subject of this research, sleep 

based approaches are reviewed in more detail.  

Earlier efforts tried to shed a light on theoretical 

aspects and proposed several performance measures 

feasibility analysis. Green-TE is the first energy-aware 

traffic engineering algorithm [12]. Its basic function is 

based on a centralized coordinator adopting traffic 

engineering decisions. In order to reach reliability, this 

coordinator can be replicated in different locations over 

the network. Coordinator’s responsibility is to gather 

information from routers, solve the Green-TE problem, 

and obtain a configuration, and then distribute the 

decisions to the routers. Based on these decisions a router 

deactivates some or all of its ports. This method could 

reduce 27-42% of energy usage. In order to deal with 

failures, in [13] energy-aware mechanism uses two link-

disjoint paths to route traffic demands.  

Another approach is proposed in [14] for IP networks. 

This approach deactivates line cards and chassis of the router 

to save energy. It consists of three main phases. In the first 

phase traffic matrices are sorted in decreasing order of the 

whole traffic demand. The second phase tries to reduce 

energy consumption by solving a linear optimization 

problem. The last phase manages congestion while preserving 

energy consumption within the predetermined bounds.  

The approach proposed in [15] is an energy-aware 

solution for backbone networks. They try to turn off an 

unused subset of line cards constituting a logical link. 

The approach could reduce energy consumption by 79% 

in some cases. 

Amaldi et al. [16] modeled and discussed the energy-

aware routing problem as a Mixed Integer Linear 

Programming (MILP) optimization. A deterministic 

solution for this problem can be found by search 

techniques such as backtracking and branch-and-bound. 

However, these techniques may require an exponential 

amount of time and memory in worst case scenarios. 

Since the problem is NP-hard, they proposed heuristic 

approaches based on Interior Gateway Protocol Weight 

Optimization (IG-WO) to find feasible sub-optimal 

solutions. Their approach is composed of greedy search 

steps that exploit properties of IG-WO.  

Ruiz-Rivera et al. [17] Studied the problem of reducing 

energy consumption in MPLS networks. They compared 

online and offline heuristics for LSP setup; concluding 

that for well-known topologies such as Abilene and 

AT&T it is desirable to achieve LSP acceptance rates 

above 90% with up to 20% of links shut down. 

Fortz reviews meta-heuristic approaches for traffic 

engineering in IP networks [18]. The studied works 

mostly try to set link weights in OSPF based routing. The 

goals of these works are controlling congestion and 

finding low-cost routes. Few of the studied works also 

consider node failures and link breakdowns. Compared to 

the context of energy-aware routing, these goals are short-

term and highly dynamic. While the mentioned works 

proved to be efficient in terms of finding proper routes, 

their real-time application remains a challenge. 
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An approach based on genetic algorithms (GAs) is 

proposed in [19] to reduce network energy consumption 

besides reducing network reconfiguration rate. GA is a meta-

heuristic algorithm in which an initial generation evolves by 

passing through some generations. Every member in each 

generation keeps topology information. A member is 

feasible when it can transfer all the traffic demands and at 

the same time satisfy maximum power consumption 

constraint. A member’s fitness value is the weighted sum of 

normalized power consumption and reconfiguration costs. 

Samadi et al. [20] adopted Non-dominated Sorting Genetic 

Algorithm II (NSGA-II) for load balancing and energy 

consumption management. Their multi-objective approach 

induces sub-optimal Pareto-fronts as solutions.  

In summary, existing works model the energy-aware 

traffic engineering as NP-hard mixed integer 

programming problem, and hence try to induce near-

optimal solutions by means of various heuristics and 

metaheuristics. The approaches vary from self-sleeping 

routers to inter-layer energy-aware protocols. However, 

there is a strong agreement that to be applicable in 

practical scenarios, a solution must be used on top of 

existing OSPF and MPLS based networks. As an 

important challenge, solutions that exploit protocol-

specific features (e.g. link weights in route setup 

procedure) are tightly coupled to the special protocol that 

limits their application and flexibility. For example, a 

solution that is developed on IGP-WO link weights needs 

to be redesigned for MPLS networks. Furthermore, its 

modifications to link weights may interfere with other 

network tasks such as QoS enforcement operations. 

3. Proposed Approach 

Theoretically, a network with M nodes and N links may 

have 2
M+N

 different topologies. As discussed in related 

works, (e.g. [2] and [16]), Finding the best topology in this 

huge space is an NP-hard problem. Hence, instead of trying 

to find the optimal solution, one can try to find feasible sub-

optimal solutions in a reasonable amount of time and 

computation resources. Various techniques have been 

developed for this sub-optimal searching problem. These 

techniques are broadly classified into three main categories: 

 Graph Traversal: graph traversal algorithms model 

the solution space as a graph that its nodes are 

candidate solutions. There is a link between nodes A 

and B if solution A can be transformed to B by a set of 

pre-defined operations (e.g. by flipping order of 

nodes). Backtracking and Branch-and-Bound are 

well-known search algorithms in this category. The 

former traverses the graph by depth-first order and the 

later follows breadth-first order. In a worst-case, 

backtracking may fail after an exponential amount of 

time without reporting a feasible solution. Similarly, 

branch-and-bound search may require an exponential 

amount of memory for queuing intermediate 

solutions. Due to these limitations, graph traversal 

algorithms are not suitable for practical scenarios. 

 Greedy Search: greedy algorithms build solutions 

gradually by taking locally best steps. Naturally, these 

algorithms are deterministic and require a polynomial 

amount of time and memory. The drawback is that 

greedy algorithms usually converge to local minima 

that can be far away from optimal solutions.  

 Random search: Random search techniques try to 

inspect diverse parts of the solution space. A random 

search procedure starts with an initial point in the 

solution space and then iteratively generates new 

solutions in the neighborhood of the current solution. 

Genetic algorithms (GA’s) are a type of random 

search technique that combines random selection 

with biological evolution concepts. For discrete 

selection problems (as in our case of topology 

selection) it is known that GA’s are better suited than 

their counterparts such as Particle Swarm 

Optimization (PSO) based techniques [21]. 

We assume that traffic demands are stable and smooth 

at least for a few hours. That is, we do not consider large 

traffic fluctuations in short time intervals. Because 

frequent modifications of network structure by turning 

elements on and off will make it very unstable that is an 

important challenge by itself and must be addressed 

separately [22], [23]. However, we try to compensate for 

small variations by limiting maximum link utilization.  

Our main approach is to generate candidate 

topologies out of available network and then select the 

best one for traffic delivery. We treat the underlying 

routing procedure as a black-box element that accepts a 

network structure and a traffic demand matrix, then tries 

to route the demand over the network. 

As depicted in Figure 2, our approach has two distinct 

modules. The first module generates topologies by means 

of heuristic and meta-heuristic algorithms. The evaluation 

module feeds the generated topology along with the 

demanded traffic to the routing procedure and grabs its 

output. The routing procedure outputs routing information 

such as built paths, employed links, and their occupied 

capacities. The module then analysis these information 

and estimates feasibility and usefulness of the topology.  
 

 
Fig. 2. Main modules of the proposed approach 

Based on greedy and random search techniques, we 

propose four algorithms to employ energy-awareness in 

routing. The rationale behind these approaches is that 

simpler networks, e.g. networks with small a number of 

links and nodes, will consume less energy. Hence, we try 

to turn off ports, links, and nodes as much as possible. It 

is quite obvious that the simplified network must serve 

the demanded traffic as the original network. 



 

Journal of Information Systems and Telecommunication, Vol. 6, No. 2, April-June 2018 99 

3.1 Sequential Link Elimination 

Sequential Link Elimination (SLE) is a greedy 

backward selection procedure (Algorithm 1) that switches 

off links one by one and evaluates the resulting network. 

If the network can transfer the demanded traffic and over-

all utilization is lowered, the link will be marked as a 

candidate for inactivation. After processing all of the links, 

the candidate with minimum utilization will be switched 

off. This process is repeated until no more links can be 

deactivated. Finally, nodes with no active links will be 

turned off to save more energy. 
 

Algorithm 1. Sequential Link Elimination(SLE) 

1. Input: Original Network(V,E),  
Traffic Demand (D)    

2. Output: Prunned network     
3. finished = false     
4. repeat     
5.    for e  E    
6.     util[e] = max_util(<V,E– e>)    
7.   e = argmin(util)     
8.   if util[e] < threshold   
9.     E = E - e  
10.   else   
11.     finished = true     
12. until finished = true 
13. for v  V 
14.   mark[v] = false 
15. for <u, v>  E 
16.   mark[u] = true  
17.   mark[v] = true 
18. for v  V 
19.   V = V-v iff mark[v] = false     
20. return (<V, E>) // Reduced network 

3.1.1 Time Complexity 

The main operation of this algorithm is calling 

DAMOTE. Suppose that the network under consideration 

has N active links and M nodes. In each iteration, the 

algorithm will deactivate a link or terminate. In worst case, 

DAMOTE is called N + (N-1)+ … + 1 times. which belongs 

to O(N
2
). Combined with DAMOTE’s running time, 

O(NM), total complexity of the algorithm is O(N
3
M). 

A simple improvement to the SLE would be applying 

maximum utilization constraint that does not allow links 

to use more than 80 percent of their capacity. This 

constraint prevents turning off some links and leads to 

less energy saving but more robust topology against 

demand variations. 

3.2 Extended Minimum Spanning Tree 

For an undirected graph, a spanning tree is a tree 

composed of the graph’s nodes and a subset of its links 

that preserves connectivity of the original graph. 

Assuming that each link of the graph has a non-negative 

real-valued weight, cost of a tree is the sum of weights of 

its links. A minimum spanning tree (MST) is a spanning 

tree with the minimum cost. Algorithms such as Prim and 

Kruskal efficiently build MSTs [24]. 

An immediate idea for pruning network would be 

replacing the original network with its MST. The weight 

of a link connecting two nodes is the minimum number of 

active ports of these nodes.  

A problem of this algorithm is its inability to turn off 

nodes. Extended minimum spanning tree (EMST) 

(Algorithm 2) resolves this issue by detecting removable 

nodes. Suppose that a path is established for a given 

traffic demand. Source and destination of the path are 

called edge nodes. Other nodes in the path are core nodes.  

In this algorithm, shortest paths between all pairs of edge 

nodes are calculated. Nodes which are not in any shortest 

path will be switched off. Core nodes are then sorted 

according to their frequency of presence in the shortest 

paths. The node with the lowest presence will be turned 

off and the shortest paths between every pair of edge 

nodes will be re-established. If there is a path for each 

pair of the edge nodes, the algorithm goes on with the 

next core node in the list. But, if there is a pair with no 

path, the core node is turned back on and the algorithm 

terminates. The final topology excluding inactive nodes 

and links is fed to the minimum spanning tree algorithm.  

The topology must be able to transfer traffic demand. 

If it fails, some nodes and links should be added to it as 

the post-processing step. This step sequentially adds 

links to the topology and terminates when the topology 

can transfer the demand. 
 

Algorithm 2. Extended Minimum Spanning Tree (EMST) 

1. Input: Original Network(V,E),  
Traffic Demand (D)    

2. Output: Pruned network     
3. P = build_path(<V , E>, D )     
4. for v  V  

5.   f[v] = #{p|pP  vp}     
6. for v  V  
7.   V = V – v if f[v]= 0    
8. descend_sort(f)      
9. for each v in f    
10.   disable (v)    
11.   if isvalid (<V-v , E>, D)    
12.     T = MST( <V-v , E> )    
13.     if isvalid(T, D) 
14.       V = V - v    
15.     else  
16.       exit for   
17. return <V,E> //pruned network    

3.2.1 Time Complexity 

Suppose that M and N are the number of edge and 

core nodes, respectively. Using Floyd’s all-pairs-shortest-

path algorithm, the time complexity of finding shortest 

paths is O(M+N)
3
. M

2
 is the number of all possible paths. 

Since each core node is searched in all of the M
2
 paths 

and maximum path length is N, searching is of order 

O(M
2
N). Sorting the list of core nodes takes O(Nlog(N)) 

time and another O(M
2
) time is required for minimum 

spanning tree construction. Summing up the terms, the 

algorithm requires O(M+N)
3
 running time.  

3.3 Energy-aware DAMOTE 

Energy-aware DAMOTE (EAD) switches off elements 

of network infrastructure to decrease topology size and 

save energy and turns them back on when they are required. 
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The objective of EAD is minimizing maximum link 

utilization and minimizing energy consumption of network. 

At first, DAMOTE algorithm is run on the topology 

and link utilizations are obtained. Links with zero 

utilization are then turned off. These links are 

redundant and can be used in the case of failures. Other 

links are sorted according to their utilization and 

energy priority and then sequentially processed for 

removal (Algorithm 3).  

Links are first sorted according to their utilization in a 

list, L1, and also according to their energy priority in 

another list, L2, in ascending order. The relative order of a 

link in the combined list, L, is determined by sum of its 

positions in L1 and L2. For instance suppose that for a 

network with four links, namely {e1, e2, e3, e4}, relative 

order of utilization is {e1, e2, e4, e3} and relative order of 

energy is {e4, e3, e2, e1}. Taking into account both 

factors, the combined order would be {e3, e1, e4, e2}. 
 

Algorithm 3 Energy-aware DAMOTE (EAD) 

1. Input: Original Network(V,E),  
Traffic Demand (D), 
MLU threshold (a) 

2. Output: Pruned network    
3. A = evaluate (<V,E> , D) ;    
4. L1 = sort_by_energy(A, E) 
5. L2 = sort_by_util (A, E) 
6. L = combine(L1,L2) 
7. for e  L 
8.   A = evaluate (<V,E –e> , D) ; 
9.   if isvalid(A)  
10.     if max_util(A) < a 
11.       E = E –e //permanently 
12.     else  
13.       enable(e) 
14.   else 
15.     exit for 

 

Each link is marked for removal and the topology 

excluding it is tested against the traffic matrix. If it can 

handle the traffic, the link is turned off. Furthermore, nodes 

with no active links are turned off to save more energy. 

A similar argument as EMST applies for EAD, 

concluding that time complexity of this algorithm is also 

at most O(|V|+|E|)
3
 

3.4 Genetic Algorithms 

Genetic algorithms (GAs) are tools for random search 

in potentially diverse and huge solution spaces [25]. In 

GA terminology, a solution is called an individual.  

Basically, a GA procedure starts with an initial set of 

candidate solutions that is called the first generation.  

Each new generation is induced from earlier generations 

with the aid of genetic operations. The operations 

combine multiple individuals or modify a single 

individual to get better individuals. While GA does not 

guarantee to find an optimal solution, it usually finds a 

feasible and good sub-optimal solution.  

Formulation of an optimization problem to be solved 

by GA is composed of several steps. At first, genes and 

chromosome structures must be built up. Then, 

procedures for initiating the first generation, evaluation of 

solutions and induction of subsequent generations must be 

defined. In the literature, usually, classic GA procedures 

are adopted with a few extensions for GA operations. In 

the following subsections, details of using GA for 

topology pruning is presented. 

3.4.1 Genes and Chromosomes 

As depicted in Figure 3, a network with M nodes and 

N links is represented as a chromosome with M+N genes. 

In this formulation, a gene is a three-state variable 

denoting presence or absence of the respective node or 

link. A zero-valued gene denotes that the respective node 

or link is inactive (disabled or turned off) so that it does 

not consume energy. A gene with a value of one denotes 

that the respective node or links is active and consumes 

energy. A value of two for a gene denotes that 

corresponding node or link must be permanently active. 

Permanent nodes and links are identified automatically 

based on the demanded traffic. That is, source and 

destination nodes of all the flows are marked as 

permanent nodes. If a permanent node is connected to the 

network with just a single link, the link is also marked as 

permanent to enforce network connectivity. 

3.4.2 Initial Population 

After marking permanent nodes and links, the initial 

population is generated by random setting of non-

permanent genes. This stage requires population size 

which is usually set by the user. 

3.4.3 Evaluation 

Usefulness or fitness of a solution is proportional to its 

energy saving. Eq. 5 calculates fitness value; f; for a given 

solution; x. Eold is the energy that is consumed by the basic 

topology. Enew is the energy consumption of the modified 

topology. Solutions that fail to service all the demanded 

traffic or violate maximum utilization constraint are ignored.  
 

Eq 1.       {
  (

    

    
 )          

    
    

              

 

3.4.4 Selection and Reproduction 

The concept of evolution in GA starts with the 

selection procedure in which, two members of the current 

generation are selected for reproduction. These members 

are called parents and the newly generated individuals are 

called off-springs or children; analogous to reproduction 

procedure in most biological systems. We use well-

known roulette-wheel selection method that assigns 

selection probabilities proportional to its fitness values. 
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Fig. 3. GA representation of a network 

A reproduction operation is a function that gets an 

individual or two individuals as input and outputs a set of 

new individuals. Usually, two types of reproduction 

operations are used. A mutation function alters a single 

gene of an individual. Mutation introduces more diversity 

into the population. Crossover function exchanges 

portions of two individuals and generates their children in 

the hope the children are more feasible than their parents. 

We use two-point cross-over and single-point mutation, 

as depicted in Figure 4. 

3.4.5 Stopping Criteria 

Selection and reproduction operations are repeated several 

times over the current generation to induce a new generation. 

Each subsequent generation is built with the hope that its 

members would be better than the previous generation.  

The process of evolution through generations stops when 

some set of sufficiently good individuals are found or there is 

a little or no hope to find suitable individuals in the future. 
 

 
Fig. 4. GA evolutionary operations 

4. Simulation and Performance Evaluation 

Proposed algorithms are implemented in C-language, 

encapsulating TOTEM toolbox's DAMOTE algorithm
1
 [7]. 

TOTEM is an open source toolbox for modeling, 

simulation, and evaluation of protocols and algorithms for 

network traffic engineering. DAMOTE is a traffic 

engineering package featuring a configurable score 

function and rich report generation. Among various 

quantitative and qualitative attributes of topologies, 

statistics such as maximum links utilization, total sum of 

network energy consumption, and number of inactive 

links and nodes are of particular interest in this research. 

For genetic algorithms, we used populations with 

1000 members evolving through 20 generations. Cross-

over rate was 1, since we were to generate a population of 

predefined size, and mutation rate was 0.01. 

4.1 Evaluation Information 

Abilene topology and its traffic matrices were used in 

experiments [26]. Since all nodes in this topology are 

edge nodes (i.e. flow sources or destinations), to test 

deactivation feature of the proposed algorithms an 

augmented topology is generated by adding virtual core 

nodes to the original Abilene topology. The new topology 

is called extended Abilene. Table 1 summarizes 

specifications of Abilene and Extended Abilene networks. 

 

                                                           
1. http://totem.run.montefiore.ulg.ac.be/algos/damote.html 

A B C  D E 1 2 3 4 5  6 7 

Nodes Links 

Chromosome structure 

A 

E B 

C D 

1 

3 

7 
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5 6 

1 1 1  1 1 1 1 1 1 1  1 1 

A B C  D E 1 2 3 4 5  6 7 

Original topology  

A 

B 

C D 

1 

7 

2 

5 

1 1 1  1 0 1 1 0 0 1  0 1 

A B C  D E 1 2 3 4 5  6 7 

Pruned topology 

7 

1 2 1   2 0 1 1 0 0 1   0 2 

A B C   D E 1 2 3 4 5   6 7 

Permanent nodes and links corresponding to a 

traffic demand from B to C are set 2.  

A 

C 

1 
2 

5 

D   
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Table 1. Specifications of Abilene and Extended Abilene Networks 

Name #Nodes #Links 
#Edge 

Nodes 

#Core 

Nodes 

%Core 

Nodes 

Abilene 12 30 12 0 0 

Extended Abilene 21 52 12 9 43 
 

Following the idea of [16], traffic matrices of these 

networks are scaled by 10 so that maximum link 

utilization reaches up to 50%. Scaling traffic matrix 

makes the proposed algorithms more robust to variations 

in traffic patterns. Figure 5 shows the utilization of links 

in extended Abilene network at 22:00 on December 15, 

2007. It confirms that most link utilizations are below 0.5. 

For the same network with 10-times scaled traffic matrix, 

maximum network utilization in different hours of a day 

is displayed in Figure 6. The figure confirms that 

maximum network utilization is below 0.6 most of the 

time. Over-plotted dashed line is the trend line of the 

maximum network utilization. Its slightly increasing trend 

confirms that network traffic is not stationary; hence there 

is no single best network topology for all hours of a day. 
 

 

Fig. 5. Link utilization in extended Abilene 

 
Fig. 6. Actual hourly network utilization for extended Abilene 

4.2 Network Links Utilization 

The four proposed algorithms are applied to the 

extended Abilene network and results are reported 

hereafter. Maximum network utilization during a day is 

displayed in Figure 7. For clarity of the demonstration, 

their respective trend lines are plotted in Figure 8. EMST 

has higher utilization than other algorithms. After that, 

SLE has a similar trend. EAD has utilization around 0.68 

with a constant trend that makes it a stable algorithm. 

Among all, EAGA has the steepest trend denoting its 

adaptive behavior against traffic variations. 
 

 

Fig. 7. Hourly network utilization 

 
Fig. 8. Trends of network utilization (see fig. 7) 

4.3 Power Saving 

The amount of power saving of the four algorithms is 

presented in Figure 9 and Table 2. Figure 10 and Figure 

11 report percentage of deactivated links and nodes for 

various algorithms, respectively. 

As before, ELE, EAGA, and EMST have similar 

patterns in power saving. They achieve almost 38% 

power saving in most of the hours in a day. EAD has 

lower saving rate as compared to others. This may be due 

to the fact that it tries to keep maximum link utilization as 

low as possible. This requires incorporating more links 

and nodes, hence using more energy. 
 

 
Fig. 9. Power saving of the algorithms 

Table 2. Number of deactivated links and nodes 

 EAGA EMST ELE EAD 
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00:00 6 28 6 28 6 30 5 26 

02:00 6 29 6 28 6 30 4 26 

04:00 6 27 6 28 6 30 5 26 

06:00 6 30 6 28 6 33 5 29 

08:00 6 30 6 28 6 33 5 28 

10:00 6 28 6 28 6 33 6 31 

12:00 6 29 6 28 6 33 4 25 

14:00 6 28 6 28 6 34 4 25 

16:00 6 31 6 28 4 30 2 16 

18:00 6 27 6 27 6 30 3 22 

20:00 4 20 6 27 2 21 1 10 

22:00 2 10 5 18 3 22 1 14 

N_off: #deactivated nodes, L_off: #deactivated links 
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Fig. 10. Percentage of inactive nodes  

 
Fig. 11. Percentage of inactive links in extended Abilene 

4.4 Comparison with Related Works 

We compared the performance of our proposed 

algorithms against that of two notable recent works, one 

based on OSPF (Amaldi et al. [16]) and the other one 

based on MPLS (Ruiz-Rivera et al. [17]).  

As mentioned earlier, Amaldi et al. alter link weights 

in order to direct the routing procedure to find more 

energy efficient paths. They report their experiments with 

two traffic matrices over Abilene and extended Abilene 

networks. One for 6:00 that denotes a low traffic load and 

the other for 12:00 that represents the highest load.  

Table 3. Comparison of our algorithms against Amaldi et al. [16] 
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ELE 33 6 37 66 30 6 37 78 

EMST 28 6 37 84 28 6 37 76 

EAGA 28 6 38 70 30 6 37 68 

EADA 29 5 33 77 26 5 32 62 

Amaldi 54 7 54 42 40 3 21 78 
 

Table 3 summarizes results for the compared algorithms. 

Amaldi et al. works well for low traffic scenarios and turns 

off much more links as compared to ours. However number 

of turned off nodes are similar. For heavily loaded 

scenarios, our algorithms work much better than Amaldi’s. 

Ruiz-Rivera et al. enhance energy consumption in 

MPLS networks by favoring LSPs that share links with 

previous or future requests. They report link utilization 

for various levels of bound width requests. As the 

required bandwidth increases, maximum link utilization 

increases as well. Since their experimental setup and 

results format is significantly different from ours (and 

also from Amaldi et al.) a comprehensive comparison and 

discussion of the results is not applicable. However, we 

compare the rate at which link utilization increases in 

response to the traffic increments. Table 4 reports mean 

and standard deviation of maximum link utilization for 

studied methods. For lower traffics, link utilization is low. 

Smaller mean values denote that the method keeps MLU 

at lower levels by incorporating more links. This results 

in more energy consumption in the network. Hence, lower 

MLU roughly translates to lower energy saving. With this 

observation, ELE and Ruiz-Rivera seem to be more 

energy efficient than others.  

Focusing on MLU deviations, lower deviation means that 

the algorithm uses links in accordance with requested traffic 

load. That is, if the traffic increases, more links are employed 

to keep MLU within bounds. However, higher deviation 

means that the set of active links are decided in advance and 

their utilization varies in response to request variations. With 

this observation, it can be concluded that Ruiz-Rivera uses 

many lightly loaded links for low-traffic scenarios. That is, 

the approach saves more energy for heavy traffic scenarios 

but is not energy efficient for lightly loaded cases. 

Table 4. Maximum link utilization for compared algorithms 
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Mean 78 82 68 67 65 79 

Std. 5 10 10 10 15 24 

4.5 Adaptive Topology Planning 

The ultimate goal of developing these algorithms is 

planning and proposing a topology for a network that is 

more energy-efficient than the original network. The 

proposed topology must be robust to traffic fluctuations 

and save energy as much as possible. The central idea in 

planning is to define a profile as a set of conditions for the 

network. Then, a topology is constructed and archived for 

each network profile. This set is built offline using the 

proposed algorithms. Being offline allows us to employ 

sophisticated simulation and estimation techniques 

without much worrying about the time complexities.  

As a simple implementation of this approach, we 

consider temporal profiles. As mentioned earlier, traffic 

matrices used in these experiments are for 12 two-hour 

intervals, namely 00 to 02, 02 to 04, ..., 22 to 00. Using 

any of the proposed algorithms the best topology is 

constructed for each interval. This topology has a set of 

links and nodes that are subject to deactivation. To make 

smooth changes to the network, and hence make it more 

stable, a day is partitioned into three equal intervals, 

namely 0 to 8, 8 to 16, and 16 to 0. Each of these eight-

hour intervals spans four two-hour intervals for which 

there exists a special topology. Then, a topology is 

proposed for eight-hour intervals that excludes inactive 

nodes and links of all the corresponding four topologies.  

Profile-based planning enables dynamic selection of 

proper topology for current network status. If a traffic 

demand cannot be handled by the current topology, another 

topology with more bandwidth resources will be enabled in 

which more links and/or nodes are active. The new profile 

can be switched proactively by estimation of network status 

in the near future. For example, if current maximum link 

utilization goes beyond 90% a profile with more resources 

can be used to prevent possible future failures. 
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5. Conclusion and Future Directions 

In the scope of green networking, this paper proposed four 

algorithms for adaptive and dynamic selection of topologies 

for backbone data networks. These algorithms try to tailor 

down the network so that besides serving demanded traffic, a 

set of its nodes and links are deactivated to save energy. 

The proposed algorithms demonstrated feasibility and 

usefulness of automatic topology adaptation. Sequential Link 

Elimination (SLE), Extended Minimum Spanning Tree 

(EMST), and Energy-Aware DAMOTE (EAD) are 

deterministic algorithms that serially process nodes and links 

for removal. SLE works in backward manner in which at 

first all the links and nodes are engaged. In subsequent steps, 

it tries to turn off links while preserving network status in 

serving all the demanded traffic. EMST takes a reverse 

approach by constructing minimum spanning tree of the 

network. Initially, all the links out of this tree are inactive. 

The algorithm adds links to the tree until it can handle the 

demanded traffic. EAD is similar to SLE in the sense that it 

sequentially processes the links. The difference is that in 

EAD, relative order of links is determined by both their 

energy saving and maximum utilization features.  

SLE, EMST, and EAD are greedy algorithms. Greedy 

algorithms usually find a suboptimal solution that can be 

very different from optimal solutions. On the other hand, 

Genetic Algorithms (GAs) randomly search solution 

space for proper suboptimal solutions. Usually, a GA with 

a sufficiently large population size and generations finds 

near-optimal solutions. However, the computational cost 

of running GAs is more than the deterministic algorithms.  

Experiments on extended Abilene network confirmed 

that the proposed algorithms are capable of saving a 

considerable amount of energy consumption in the 

network. Analysis revealed that EAD is best in controlling 

congestion and EAGA is better in saving more energy.  

In the future, current research can be extended in 

several dimensions. At first, a distributed and online 

solution in which each core node reactively decides by 

itself to enable or disable its outgoing links is desirable. 

The node inspects the current network status and 

performs an action to make it better. Reinforcement 

learning based approaches can model this behavior very 

efficiently. However, it would require plenty of training 

network history to make good decisions. 

This paper has focused on the net amount of energy 

that is used by the network. Consider a network that some 

of its elements use solar energy and some others use 

fossil-fuel electricity. An extension of current research 

would be taking to account natural preferences of these 

sources (e.g. solar to fossils). 

Genetic algorithms are computation intensive by nature. 

Recently, parallel implementation of GAs on 

multiprocessor systems or special purpose boards such ad 

graphical processing units (GPUs) has caught a 

considerable interest. Online implementation of GAs on 

newer technologies and modeling complex and feature-rich 

networks by GAs is another direction for future research.  
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Abstract 
The limited energy supply of wireless sensor networks poses a great challenge for the deployment of wireless sensor 

nodes. In this paper, a sensor network of nodes with wireless transceiver capabilities and limited energy is considered. 

Clustering is one of the most efficient techniques to save more energy in these networks. Therefore, the proper selection 

of the cluster heads plays important role to save the energy of sensor nodes for data transmission in the network. In this 

paper, we propose an energy efficient data transmission by determining the proper cluster heads in wireless sensor 

networks. We also obtain the optimal location of the base station according to the cluster heads to prolong the network 

lifetime. An efficient method is considered based on particle swarm algorithm (PSO) which is a nature inspired swarm 

intelligence based algorithm, modelled after observing the choreography of a flock of birds, to solve a sensor network 

optimization problem. In the proposed energy- efficient algorithm, cluster heads distance from the base station and their 

residual energy of the sensors nodes are important parameters for cluster head selection and base station localization. The 

simulation results show that our proposed algorithm improves the network lifetime and also more alive sensors are 

remained in the wireless network compared to the baseline algorithms in different situations.  

 

Keywords: Wireless Sensor Nodes; Network Lifetime; Particle Swarm Algorithm (PSO); Base Station; Cluster Head. 
 

 

1. Introduction 

Nowadays, wireless sensor networks (WSNs) are used 

in various applications such as military tracking, 

environmental monitoring, medical diagnosis and habitual 

monitoring, etc. The significant role of the sensor nodes in 

these networks include data gathering from the 

environment and send it to the base station (BS) to make a 

final decision about the status of the environment. However, 

energy consumption of the sensor nodes is one of the main 

concerns in wireless sensor networks. Clustering is one of 

the most efficient techniques to save energy in these 

networks. In this technique, sensor nodes transmit their 

data to some leader nodes called cluster heads (CHs). CHs 

send aggregated data to BS in one-hop communication. 

However, in the process of clustering, selection of the CHs 

performs a very crucial role for saving the energy and 

therefore improving the network lifetime as it has several 

impacts on the energy conservation of member sensor 

nodes. Several number of clustering algorithms based on 

heuristic methods have been developed for WSNs [1-4]. 

LEACH algorithm is one of the well-known distributed 

clustering algorithm, in which a cluster head is selected 

with some probability among the sensor nodes to save 

more energy, however, the remaining energy is not 

considered for cluster head selection. Therefore, it is 

possible to select a sensor node with low energy as a 

cluster head which leads to die quickly [1]. In [5], 

Centralized LEACH is proposed which the distance and 

the energy of the nodes are also considered in cluster head 

selection. In [6], the cluster head selection is done using 

particle swarm algorithm (PSO) algorithm and the ratio of 

total initial energy of all nodes to the total current energy of 

the all cluster heads is considered, however, the distance 

from sink is not considered. In [7], residual energy, 

distance and node density is considered in cluster head 

selection. However, the cluster formation phase is ignored 

which it leads to have high energy consumption. In [8], a 

novel Energy Efficient Connected Coverage (EECC) 

scheduling is proposed to maximize the lifetime of the 

WSN. The EECC adheres to Quality of Service (QoS) 

metrics such as remaining energy, coverage and 

connectivity. In EECC the sensor which doesn't contribute 

to coverage will act as a relay node to reduce the burden of 

the sensing node. In [9], the paper introduces an algorithm 

named Fuzzy logic based unequal clustering, and Ant 

Colony Optimization (ACO) based Routing, Hybrid 

protocol for WSN to eliminate hot spot problem and extend 

the network lifetime. This protocol comprises of Cluster 

Head (CH) selection, inter-cluster routing and cluster 

maintenance. In [10], Extended-Multilayer Cluster 

Designing Algorithm (E-MCDA) approach is proposed in a 

large network. Performance of E-MCDA is evaluated in 

energy consumption at various aspects of energy, packets 

transmission, the number of designed clusters, the number 

of nodes per cluster and un-clustered nodes. 
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Another important issue is the base station (BS) 

localization which is a critical factor in designing a wireless 

sensor network. Using this method, less power consumes to 

deliver the cluster head’s data to BS. As a consequence, the 

network lifetime is improved. However, in some papers, 

BS location is deployed within the center point of the area 

of interest [11]. Although it gives fast suitable solutions, it 

cannot guarantee the optimal BS location. In [12], two 

algorithms are proposed to determine the optimal location 

of the base station; for homogeneous nodes as well as for 

heterogeneous nodes where the single-hop routing is used. 

The limitation of this approach is the high energy 

consumptions of the nodes located far from the sink. In 

[13], one approach is proposed based on PSO algorithm for 

determining the best position of the sink where multi-hop 

communication is considered. But in multi-hop 

communication the data collected by all the sensors reach 

the sink through the nodes close to the sink and thus these 

nodes may die soon due to pass a huge amount of data.  

Therefore, our contribution in this paper is as follows: 

 At first, we propose an energy efficient BS localization 

using PSO algorithm. Then, for saving more energy, the 

problem of the cluster heads selection is considered. In 

this case, sensors send their data to their corresponding 

cluster heads. The number of cluster heads which are 

selected among the sensors, are fixed. However, for 

cluster head selection, the remaining energy of each 

sensor and also its distance from BS is considered. 

 After the cluster head selection, the proper position of BS 

is also determined using PSO algorithm to conserve more 

energy. Simulation results show the effectiveness of the 

proposed algorithm in improving the network lifetime. 

The remainder of this paper is organized as follows. The 

network model is detailed in Section 2. The overview of 

PSO (Particle Swarm Optimization) technique is stated in 

section 3. The proposed algorithms based on PSO algorithm 

are shown in section 4. Performance evaluation results that 

demonstrate the efficiency of the proposed algorithms are 

presented in Section 5. Conclusions are drawn in Section 6. 

2. Network Model 

We consider a WSN deployed in a square area with a 

set of normal sensor nodes and high energy Base Station 

(BS). Normal sensor nodes sense local data about the 

environment and forward them to BS. Nodes can be 

deployed manually or randomly in the target area (Fig.1). 
 

 
Fig. 1. Sensor node locations for data transmission. 

As we said, sensor nodes in wireless sensor networks 

are energy constrained and cannot be rechargeable. Since 

battery is the only power source to the sensors, their energy 

should be carefully utilized to increase the network lifetime 

and improve its performance. The energy model used in 

this paper is based on two parameters [1]:         is the 

transmitter electronics energy,     is the required 

amplification. The energy consumption of each node 

depends on the amount of the data and also distance 

between each node and its receiver. In this paper, we 

assume that   reliable bits are transmitted to BS. Therefore, 

the total energy consumption is obtained as follows [14]. 
 

   ∑                
 

 

   

  (1) 

 

Where   is the number of sensors and    is the 

distance between the   th node and BS. According to 

Eq.(1), the energy consumption is related to the distance 

between each node and BS. On other hand, BS should be 

located in a proper position from the sensors to save more 

energy. In fact, the suitable location of BS leads to 

increase the residual energy of the nodes. Therefore, the 

network lifetime is improved. We define the network 

lifetime to be the time until 25 percent of the sensors run 

out of energy [15], [16]. For this purpose, we use PSO 

algorithm as a random optimization algorithm to find the 

optimal position of BS. This algorithm was developed 

through the inspiration of social behavior of birds flocking. 

The details of this algorithm is at the next section. 

3. Overview of PSO 

PSO is a nature inspired swarm intelligence based 

algorithm, modelled after observing the choreography of 

a flock of birds, i.e., how they can explore and exploit the 

multi-dimensional search space for food and shelter [17], 

[18]. PSO consists of a predefined number of particles, 

  , called swarm. This algorithm searches the area with 

respect to the mathematical formula over velocity and 

position of each particle,           . A fitness 

function is used to evaluate each particle for verifying the 

quality of the solution. The objective of PSO is to find the 

particle’s positions that result best evaluation of the given 

fitness function. PSO is initialized with a group of 

random particles (solutions) and then searches for optimal 

solution by updating iterations. In each iteration, each 

particle finds its own best, i.e., personal best called 

      . Another “best” value that is tracked by the 

particle swarm optimizer is the best value, obtained so far 

by any particle in the population. This best value is a 

global best and called      . In each iteration, velocity of 

each particle is updated using the current velocity of the 

particle and the previous local best and global best 

position. Depending upon the past value, new velocity 

and new position of the particles can be estimated. The 

same procedure is repeated for each iteration. The 
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formula for updating velocity and position of each 

particle is given by the following equations [19]. 
 

   
           

    

         (          
   ) 

         (         
   ) 

(2) 

 

And 
 

    
         

         
    (3) 

 

Where,    
 and    

 are the new velocity and position 

of the  th particle, respectively.    is the inertia weight, 

  and    are the acceleration coefficients and       and 

      are random numbers uniformly distributed in [0,1]. 

The updating process is repeated until it is reached to an 

acceptable value of      . After getting new updated 

position, the particle evaluates the fitness function and 

updates       as well as       for the minimization 

problem as follows [20]. 
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4. Proposed Algorithm 

4.1 Proposed Algorithm without Clustering 

As we said, in this paper, our aim is improving the 

network lifetime. For this purpose, we use PSO algorithm 

to find the optimal location of BS. According to PSO 

algorithm, each particle,     shows the random coordinate of 

BS which lies in the corresponding environment. 

According to this position, the energy consumption of each 

sensor node for data transmission to each particle is 

calculated. The fitness function is the total energy 

consumption of all sensors in data transmission to BS. Our 

aim is to minimize the fitness function by determining the 

best location of BS. Therefore, the personal best 

(i.e.,       ) is calculated for each particle through their 

fitness value. Then, the global best (i.e.,      ) is 

calculated based on the        values according to Eq.(5). 

In learning algorithm, in each iteration the velocity and 

position of each particle are updated according to Eq.(2) 

and Eq.(3), respectively. Then, the fitness function is 

calculated again according to Eq.(1). According to this 

function,        and       are obtained. It should be 

noted that the sensor nodes are participated in data 

transmission which have enough energy. It means that their 

remaining energy is more than their energy consumption. 

The algorithm ends when the termination criteria is 

fulfilled. The pseudo code for the PSO-Based BS 

Localization Algorithm (PBBSL) is as below. 
 

 
Fig. 2. Pseudo code for PBBSL algorithm 

4.2 Proposed Algorithm with Clustering 

In our network model, it is possible that some sensing 

nodes are located in far distances from BS. Therefore, 

energy consumption for transmitting data to BS increases. 

In our system model one solution for saving energy is 

that, sensor nodes send their data to the cluster heads 

(CH). CH is a node among all sensors and it sends the 

data of the sensor nodes to BS.  

In this section, the main purpose is selecting the 

cluster heads by considering the energy efficiency so that 

the network lifetime is improved. For cluster head 

selection, the residual energy of the sensor nodes and also 

the distance of each cluster head with other nodes which 

transmit data to the cluster head, are considered. Then, 

according to the cluster heads’ position, the best location 

of BS is obtained according to PSO algorithm. For cluster 

head selection, the environment is divided at most into 

four squares and four nodes with enough energy and 

nearest to the middle of the squares are candidates as 

CHs. It should be noted that the environment is divided 

according to the number of the alive nodes. It means that 

for the empty square, there is not any cluster head. After 

the cluster head selection, finding the best location of BS 

is the similar to PBBSL algorithm, except that, the BS 

location is obtained according to the CHs’ position. The 

flowchart of the proposed algorithm is shown in Fig. 3. 

5. Performance Evaluation 

In our wireless network, nodes are uniformly 

distributed in a square field with a length of 200 m. 

           is assumed as the initial energy for each 

sensor and the alive nodes are considered as the nodes 

that their remaining energies are more than the energy 

required for data transmission to CHs. CHs send the 
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results of data transmitted from their corresponding nodes 

to BS.      bits are considered for data transmission. In 

all comparisons the exact optimal results are numerically 

obtained in MATLAB. Every simulation result in this 

section is averaged over 10000 realizations. We model the 

wireless channel between each sensor and CHs and also 

between each CH and BS using a free-space path loss 

model. By assuming a data rate of 250 kb/s and a transmit 

power of 20 mW, we consider        =80 nJ [21],[22]. 

The     to satisfy a receiver sensitivity of -90 dBm is 

40.4      [23].The parameters of PSO are in table1. 

Table 1. Parameters for PSO in simulation 

Parameter Value 

   2 

   2 

  0.3 

  10 
 

For showing the effectiveness of our proposed 

algorithms, we compare them with the following algorithms: 

 Random BS Localization (RBSL) Algorithm: In 

this algorithm, BS position is selected randomly in 

each iteration. Then, the sensors send their data to 

BS. This algorithm has the minimum complexity to 

find the solution for our problem.   

 Fixed BS Localization (FBSL) Algorithm: In this 

algorithm, BS location is fixed in environment and 

its position does not change according to the alive 

nodes location. This algorithm is considered to 

show that determining the location of BS improves 

the network lifetime. 

 
Fig. 3. Flowchart of the proposed algorithm with CHs selection 

Fig. 4 shows the number of alive nodes for different 

algorithms. It is clear that in PBBSL algorithm with 

clustering, number of alive nodes is more than the other 

algorithms. PBBSL algorithm also have more alive 

sensors than RBSL and FBSL algorithms due to the 

random and fixed position of BS. In this case, it is 

possible to locate more sensors far from BS and therefore, 

the energy consumption is increased significantly. In fact, 

more alive sensors states more lifetime for the network. 

On the other hand, cluster heads and BS localization lead 

to improve the network lifetime. The dimension of the 

environment is set to 1000m.  

Fig. 5 shows the average total remaining energy of the 

nodes. It is clear that cluster head selection leads to save 

more energy in sensors due to the decreasing the distance 

for data transmission. We also note that determining the 

location of BS according to the CHs position helps to 

have more remaining energy for CHs. It should be noted 

that in less number of nodes, cluster head selection is not 

effective in saving energy, however, increasing the 

number of  sensors show the effectiveness of the cluster 

head selection in having more remaining energy. 

According to the results, RBSL and FBSL algorithms 

have lower remaining energy. On the other hand, they 

have lower alive sensors due to the random position and 

fixed position for BS, respectively. 

Fig. 6 shows the average total energy consumption 

versus different nodes. According to the results, CHs 

selection and determining the location of BS increases the 

energy consumption of the nodes for data transmission to 

CHs and also data transmission from CHs to BS. It shows 

that there are more alive sensors to transmit their data to 

the cluster heads or BS while in FBSL and RBSL, the 

energy consumption is decreased because less nodes are 

still alive to send their data to their destination. It should 

be noted that as the number of the sensors increases, more 

energy consumes due to the existence of more alive nodes 

in the environment.  

In Fig. 7 the total remaining energy of the sensors for 

different algorithms is shown. In fact, this metric states 

the successful percent of the algorithms in balancing the 

energy consumption of the alive sensors. Our proposed 

algorithms have the highest value of the total remaining 

energy. Therefore, the network lifetime is improved. 

According to the results, by increasing the dimension of 

the environment, the total remaining energy is increased. 

Because, it is possible to have more sensors far from BS 

and hence, the energy consumption increases. The 

number of sensors is set to 50.  

Fig. 8 shows the number of alive nodes for different 

algorithms. In fact, this metric states the role of the 

algorithms for increasing the network lifetime. According 

to the results, our proposed algorithms have the most 

network lifetime while FBSL and RBSL algorithms have 

the least value. It means that clustering and BS 

localization improve the network lifetime significantly. It 

should be noted that only the sensors with enough energy 

participate in data transmission.  



 

Najimi & Nankhoshki, Lifetime Improvement Using Cluster Head Selection and Base Station Localization in Wireless Sensor Networks 

 

110 

Fig. 9 shows the total energy consumption of different 

algorithms versus different environments. Although, our 

proposed algorithms consume more energy for data 

transmission, however, there is a balance between the 

sensors for sending data. On the other hand, more alive 

nodes consume more energy to transmit their data to BS 

or cluster heads. FBSL and RBSL algorithms consume 

less energy due to the less number of alive nodes. It 

should be noted that as the dimension of the environments 

increases the energy consumption increases due to the 

more distances between sensors and cluster heads.  
 

 
Fig. 4. Number of alive sensors versus different sensors 

 
Fig. 5. Total remaining energy versus different sensors 

 
Fig. 6. Total energy consumption versus different sensors 

 
Fig. 7. Total remaining energy versus different environments 

 
Fig. 8. Number of alive sensors versus different environments 

 
Fig. 9. Total energy consumption versus different environments 

6. Conclusions 

Wireless sensor networks have multiple applications in 

intelligent environment and structural monitoring. However, in 

wireless sensor networks, one of the most critical challenges is 

the power constraint of the sensors. In this paper, we proposed 

an algorithm based on PSO algorithm to improve the lifetime 

of the network. For this purpose, at first, the cluster heads are 

selected among the sensors according to their remaining energy 

and distances from other nodes. Then, the suitable position of 

BS is obtained based on the cluster heads position using PSO 

algorithm. By the proposed algorithm, the energy consumption 
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of the nodes are more saved and the residual energy is 

increased. It means that the sensors have more opportunity to 

be alive and monitor the environment. The simulation results 

showed the effectiveness of the proposed algorithm in lifetime 

improvement in different situations. Cluster head selection 

using the other algorithms and using the mobile sensor 

networks can be applied as the future work of this paper. 
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Abstract 
Tourism has been increasingly gaining acceptance as a driving force to enhance the economic growth because it brings 

the per capita income, employment and foreign currency earnings. Since tourism affects other industries, in many 

countries, tourism is considered in the economic outlook. The perishable nature of most sections dependent on the tourism 

has turned the prediction of tourism demand an important issue for future success. The present study, for the first time, 

uses the Discrete Hidden Markov Model (DHMM) to predict the tourism demand. DHMM is the discrete form of the 

well-known HMM approach with the capability of parametric modeling the random processes. MATLAB Software is 

applied to simulate and implement the proposed method. The statistic reports of Iranian and foreign tourists visiting 

Isfahan gained by Iran Cultural Heritage, Handicrafts, and Tourism Organization (ICHHTO)-Isfahan Tourism used for 

simulation of the model. To evaluate the proposed method, the prediction results are compared to the results from 

Artificial Neural Network, Grey model and Persistence method on the same data. Three errors indexes, MAPE (%), RMSE, 

and MAE, are also applied to have a better comparison between them. The results reveal that compared to three other 

methods, DHMM performs better in predicting tourism demand for the next year, both for Iranian and foreign tourists. 

 

Keywords: Modeling; Tourism Demand Function; Demand Prediction; Discrete Hidden Markov Model; Iran; Isfahan. 
 

 

1. Introduction 

For many years and in different parts of the world, 

tourism has been a driving force for boosting the 

economic growth through increasing the per capita 

income, employment rate and foreign currency earnings. 

Fulfilling these objectives, however, requires appropriate 

investment in both public and private sectors [1]. Since 

the tourism affects other industries, in many countries, 

whether developed or developing, tourism has gained 

great acceptance in the economic outlook and has 

increased the development of many other sectors such as 

agriculture, handicraft, beverages, transportation, etc. [2]. 

The perishable nature of most related sectors to the 

tourism has turned the prediction to a very important issue 

for future success. The long-term and short-term 

predictions, however, are important for different 

management objectives; for example, the long-term 

predictions of tourism demand for next following years 

help the tourism infrastructure planning in the destination, 

while short-term demand predictions help the destination 

flexibility for the next two or three months [3]. Precise 

estimation of tourism demand helps the tourism managers 

and industry decision makers in the destination to have a 

better strategic planning. Hence, in recent years, the 

prediction of tourism demand has been considered by a 

number of researchers so that the prediction methods are 

increasingly being introduced [4]. The superior prediction 

models are identified based on the features and data used 

in different studies and help the experts to choose the 

better prediction methods; finally, it would result in 

commercial decision makings and effective policies [5]. 

Regarding the tourist attractions, Iran is among the top 

ten countries and can gain advantages by the tourism. This 

is particularly important for the countries that their 

economies are highly dependent on single-product export 

(oil) because the sustainable tourism has the unique 

potential of direct injection of money to the economic 

cycle. On the other hand, employment on the base of 

tourism doesn’t need the high level of skill and training 

and it can encompass all level of the society. All the 

mentioned points express the importance of sustainable 

tourism growth particularly through economy perspective, 

attention to the infrastructures and planning in this domain; 

however, the success key in the planning is the prediction 

of tourism demand and attempt for increasing this demand. 

2. Literature Review 

Tourism demand forecasting has been an interesting 

subject for many research studies on the tourism and 

hosting. Song and Li (2008) examined the proposed 

methods for tourism demand prediction in recent decades 

and they found out that prediction techniques usually 

consist of time series, econometric models, artificial 
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intelligence approaches, and hybrid methods [6]. The time 

series models predict the tourist arrivals according to the 

historical patterns. Most of the research studies have used 

the time series models to predict and analyze the tourism 

demand [3],[7]-[9]. The most popular model among them 

is the Autoregressive Moving Average Model [6]. The 

econometric models examine the cause-effect relationship 

between incoming tourists and the effective factors [10] 

and this model is particularly useful when there is a 

correlational relationship between the factors. The 

artificial intelligent methods use the neural networks and 

vector machines for the nonlinear data modeling [11],[12]. 

Some research studies have proposed the hybrid methods 

by combining data mining and econometric models 

[4],[13]. The researchers have also used the meta-analysis 

and singular spectrum analysis in modeling and prediction 

of tourists visiting a place [5],[14]. Regarding the 

prediction exactness, different models have some 

advantages and disadvantages. No single model can be 

steadily superior to other models in all situations [6]. The 

artificial intelligence techniques can only model limited 

observations. For example, Wang (2004) used fuzzy time 

series models to estimate the tourism demand using 12 

data points [15]. The econometric models need a large 

number of observations to have higher precision in 

prediction; in comparison, the artificial intelligence 

models have no theoretical bases for modeling the 

tourism demand and the researchers are not able to show 

the partial effects of each explanatory variable on another 

explanatory variable [6]. In contrast, the econometric 

models have an appropriate theoretical basis and can 

confirm the relations between the explanatory variables 

through the economic perspective. Other quantitative 

methods such as gravity models, artificial neural networks 

(ANNs) and single-variable time series models have also 

an important role in the tourism demand prediction. 

In recent years, researchers have paid attention to 

artificial intelligence (AI) and hybrid methods in addition 

to studying on improving accuracy. Li, Song, and Shen 

(2011) evaluated six hybrid methods for prediction of 

British outbound tourism demand in seven destination 

countries [16]. Their numerical results show that 

generally speaking, the hybrid methods yield better 

results than single techniques. Chen (2011) combined the 

linear and non-linear statistical models to predict the 

foreign tourists in Taiwan [17]. The empirical results 

showed that the hybrid Support Vector Regression (SVR) 

models can detect the directional change. Peng et al. 

(2014) reviewed 65 published studies from 1980 to 2011; 

they examined the accuracy of different prediction models, 

data features, and the conditions of each study by meta-

regression analysis [5]. They showed that the origin and 

destination of the tourists, time period, modeling method, 

data alternation, number of variables, variables 

measurement, and the data volume considerably affect the 

prediction accuracy. Cheng and Liu (2014) compared 

gray forecasting model and cubic polynomial for Guilin 

tourism demand data [18]. They proposed a hybrid 

prediction model to improve prediction accuracy. Wang, 

Zhang, and Guo (2015) used the synthetic index method 

to calculate the tourism market growth index in order to 

achieve the annual tourism forecast [19]. The sample data 

were trained using the machine learning algorithm. 

Ultimately, they obtained a model based on Extreme 

Learning Machine (ELM) for forecasting tourism demand 

in Liaoning province and compared the results with the 

SVR algorithm. Liang (2016) combined the 

autocorrelation function (ACF), neural networks, and 

genetic algorithms to forecast tourism demand [20]. They 

compared the hybrid model with neural networks and the 

Seasonal Autoregressive Integrated Moving Average 

(SARIMA) models in forecasting Taiwan’s tourism 

demand from 2001 to 2009. Sadati, Bateni, and Bateni 

(2016) examined the effectiveness of ANNs as an 

alternative approach to the use of SVR in the tourism 

research [21]. They evaluated the method by prediction 

the tourism demand in Iran. Sun et al. (2016) used a new 

prediction model called Cuckoo-Markov Chain-Segment 

Grey model (1,1) to evaluate the prediction accuracy 

undergoing tourism market fluctuations [13]. They 

showed that this method is considerably more efficient 

and precise than the usual Markov Chain-Grey models 

(1,1). Rossello and Sanso (2017) found out that the 

entropy and relative abundance are quite appropriate as 

the seasonal indexes and can be applied as a new 

information tool for the seasonal analysis of tourism [22]. 

Kazak (2018) used the statistical and econometric 

modeling of tourist expenses to evaluate and forecast 

tourism development [23]. He showed that the dynamics 

of demand for tourism can be affected by a wide range of 

factors, such as political factors and economic relations. 

Although many studies in forecasting tourism demand 

are based on the combination of the previous methods, 

some researchers use the new methods in this area. Li and 

Cao (2018) used Short-Term Memory Neural Networks 

(LSTM) to predict the flow of tourism [24]. They showed 

that this method performs better than the ARIMA model 

and the Back Propagation Neural Network (BPNN) on the 

data obtained from the Xi'an Museum. Yao et al. (2018) 

presented a new model of the neural networks [25]. In their 

proposed model, tourist arrival data were decomposed by 

two low-pass filters into a long-term trend and short-term 

seasonal components and then modeled by a pair of 

autoregressive neural networks as a parallel structure. This 

method was evaluated by the data of tourist arrival to 

United States from twelve markets. Sun et al. (2019) 

proposed a prediction framework that used machine 

learning and internet search indexes to predict the arrival of 

tourists to popular destinations in China [26]. They 

compared the proposed model performance with Google 

and Baidu's search results. The study confirmed the Granger 

causality and co-integration relationship between the 

Internet search index and the arrival of tourists to Beijing. 

In the present study, in order to forecasting the 

tourism demand, the Discrete Hidden Markov Model 

(DHMM) is used for the first time. 
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3. Theoretical Framework 

The present study used the discrete type of Hidden 

Markov model (HMM) to predict the tourism demand. 

HMM is a statistical modeling tool for time series that has 

been applied successfully in the speech recognition, error 

detection, and computational processing. HMM performs 

statistical analysis and parametric modeling on unstable 

signals. That is why it can simply be used for probability-

based reasoning. This property of HMM has been used to 

predict tourism demand in the present study. 

3.1 Introduction on the Discrete Hidden Markov 

Model (DHMM) 

Based on the observed values, two types of HMMs 

have been introduced: Continuous Hidden Markov Model 

(CHMM) in which the observed values are continuous; 

and Discrete Hidden Markov Model (DHMM) in which 

the sequence of the observed values are in a defined range 

of codes or symbols. HMM has two parts: Markov chain 

and random process. The Markov chain with a sequence 

of states as the output is described by a vector π and 

matrix A, and the random process with observed values as 

the output is described by matrix B [27]. Fig. 1 shows the 

HMM structure in which T is the length of time sequence. 
 

To, ..., 2o ,1o                                    T                   q, ..., 2q ,1q random process
(B)

Markov chain

(A    π)
 

Fig. 1. The HMM Structure [21] 

A DHMM is described with the following parameters [28]: 

 N: Number of Markov chain states; if ө1, ө2, …, өN 

are possible states of the Markov chain and qt is the 

state at time t, then                . 
 M: Number of observed values in each state; if v1, 

v2, …, vM are the observed values and ot is the value 

at time t, then                . 
 Π: Initial probability distribution vector, in which: 

                                  (1) 

 A: State transition probability matrix,           , 

in which: 

     (              )            (2) 

 B: Observation probability matrix, 
MNjkbB  )(  , 

in which: 

MkNj

qoPb jtktjk





1,1

,)/(     (3) 

In short, a DHMM can be expressed in form
),,,,( BAMN   . 

3.2 The HMM-based Prediction Procedure 

The overall HMM-based prediction procedure consists 

of two steps: 

I. Training Process: 

In the training phase, the parameters of           

are trained according to the model. The parameters keep 

updating until the best adaptation with the model is 

obtained. This process needs the Baum-Welch algorithm 

that uses the well-known Expectation-Maximization (EM) 

algorithm to improve the likelihood        or log-

likelihood           [23]. To apply this algorithm, an 

initial guess of matrices A and B is required. 

II. Decoding Process: 

In this stage, the probability (or probability logarithm) 

of the observation of a sequence is calculated by trained 

HMM. To do so, the forward-backward algorithm is used 

[24]. The sequence with the highest probability of 

observation is the base of the prediction. 

Next section introduces more explanations on the way 

DHMM is used to predict the tourism demand. 

4. Using DHMM for Predicting the Tourism 

Demand in the Next Year in Isfahan 

Fig. 2 and Fig. 3 graphically illustrate the monthly and 

yearly statistics of Iranian and foreign tourists checked-in 

to the hotels in Isfahan since 2002 to 2016. These figures 

were gained by Iran Cultural Heritage, Handicrafts, and 

Tourism Organization (ICHHTO)-Isfahan Tourism. As 

Fig. 2 and Fig. 3 show, the number of Iranian tourists in 

April, September, and August is more and the number of 

foreign tourists is more in May, October, and August. 

Generally speaking, it can be inferred that some times of 

the year (month) are considered as the popular time of 

visiting. More or less, all the tourist destinations and 

business centers are facing the seasonal nature of the 

tourism and this can be a reason explaining why the 

population of tourists and visitors in a destination is so 

variable in different seasons. That is why the tourist 

destinations sometimes are too crowded and populated to 

meet the needs of the tourists and in some other times, 

some businesses are facing considerable recession. 
 

 
Fig. 2. The number of Iranian tourists checked-in to the hotels in Isfahan 

since 2002 to 2016 
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Fig. 3. The number of foreign tourists checked-in to the hotels in Isfahan 

since 2002 to 2016 

Since prediction in tourism is one of the measuring 

methods for tourism demand, preparing the infrastructures 

and amenities both in long term and short term, and 

taking into the seasonal nature of tourism, the monthly 

periods must be compared during consecutive years rather 

than a general comparison of the yearly demand. To do so, 

in the proposed method, the tourism statistic in a month 

(for example April) in the previous years was used to 

predict the tourism demand of the same month. 

To predict the monthly tourism demand in 2016, the 

monthly statistics of 2002 to 2015 was used to train the 

DHMM. The year 2016 was chosen because it has a relatively 

unpredictable statistic particularly regarding Iranian tourists and 

its real statistic is also available and comparable. To simulate 

the proposed method, the MATLAB software was used. 

Considering the objective- the monthly prediction of 

2016-, first the monthly statistic growth of each year 

(2003 to 2015) relative to the previous year is measured; 

then the gained values are normalized, coded and used for 

training the DHMM (for each value a code is taken). 

Since the tourism demand for each month is predicted 

according to the same month in the previous year, 12 

DHMM models are required to predict 12 months in each 

mode of Iranian and foreign tourists (24 models in total). 

The required parameters for DHMM training are 

determined as the following: 

 The number of Markov chain states (hidden states) 

is N = 3. 

 The number of possible observed values in each 

state (M) depends on the number of codes.  This 

value is M=702 and M=1865 for Iranian and 

foreign tourists, respectively.  

 The initial guess of the matrix A for use in the Baum-

Welch algorithm is chosen randomly for 24 models.  

 For the initial guess of matrix B in the Baum-Welch 

algorithm, a matrix with identical elements is 

considered, which, given the size of the matrix (N*M), 

would be different for Iranian and foreign tourists. 

For DHMM training the sequences of length 10, indicating 

the value changes in 10 consecutive years, are considered. 

After training the DHMM by the mentioned data, the 

final matrices A and B are obtained for each model. 

In the decoding step, the probability of occurrence for 

each observable value is measurable. In this stage, the 

occurrence probability of different 10-element sequences 

are examined and the corresponding values are predicted 

according to the codes with the highest probability. For 

example, to predict the demand for Iranian tourists in April 

2016, firstly the corresponding code must be predicted. To 

do so, the codes of April in the last 9 years are used. 

Considering the training of each 24 models of the DHMM 

by 10-element sequences (related to 10 consecutive years), 

the highest probability among the existing codes would be 

obtained for the 10th year. This code helps to calculate the 

tourism demand for the year 2016. 

Table 1. Predicted values of the Iranian tourists in 2016 by DHMM in 

comparison with the actual values, Persistence, Grey, and ANN methods 

 Real Persistence Grey(1,1) ANN DHMM 

Jan 34657 38506 44558 53056 38256 
Feb 37519 42451 51862 43951 43151 
Mar 45911 43839 53210 59389 45689 
Apr 74439 86777 99555 80827 82927 
May 59603 64887 71465 61737 64687 
Jun 43414 60341 66601 68841 57691 
Jul 39687 49566 57334 44066 51716 
Aug 50490 54836 59376 55386 50886 
Sep 65178 77074 82758 78224 71324 
Oct 42130 54242 63100 47542 53342 
Nov 39558 42052 52978 41802 41652 
Dec 39117 38096 44545 31446 38696 

Total 571703 652667 747341 666267 640017 

MAPE(%)  15.24 30.72 19.22 12.17 

RMSE  8766 15851 11402 7413 

MAE  7263 14637 9159 5800 

Table 2. Predicted values of the foreign tourists in 2016 by DHMM in 
comparison with the actual values, Persistence, Grey, and ANN methods 

 Real Persistence Grey(1,1) ANN DHMM 

Jan 13781 7749 7085 9659 8429 
Feb 14684 7421 8088 6491 10171 
Mar 12957 7668 8169 9458 8768 
Apr 16118 16294 13540 15854 16244 
May 29696 23384 21154 21854 26094 
Jun 12489 14337 12622 15397 13777 
Jul 10144 5666 6952 11416 7776 
Aug 16731 22025 17402 14255 21635 
Sep 17763 18564 7084 19614 17554 
Oct 27807 25490 9944 39480 27840 
Nov 20419 16376 15553 12326 17626 
Dec 10381 7535 6974 8645 8335 

Total 202970 172509 134568 184449 184249 

MAPE(%)  23.01 34.49 26.57 15.48 

RMSE  4462 7472 5645 3200 

MAE  3892 5834 4494 2619 
 

Using this method, the demand for Iranian and foreign 

tourism in Isfahan for 12 months in 2016 was predicted. 

Table 1 and Table 2 indicate the predicted values in this 

year whereas 12 DHMM models were used to obtain each 

of them. For comparison, the prediction results were 

obtained from the Artificial Neural Network (ANN), Grey 

Model (1,1) and Persistence method in addition to 

DHMM. ANN is a well-known artificial intelligence 
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method, which is used in many prediction models, Grey 

model is a popular model for researchers due to its ability 

to track the fluctuation of observations [29], and finally 

Persistence Method is also a benchmark model in which 

the previous latest observed value is considered as the 

prediction of the next value [30]. 

To determine the exactness of the proposed method, the 

Mean Absolute Percentage Error (MAPE), Root Mean 

Square Error (RMSE), and Mean Absolute Error (MAE) 

were used, which are obtained by the following relationships: 
 

   (4) 

   (5) 

    (6) 

     (7) 
 

where       and       are the actual and predicted 

values, respectively.  

As it is shown in Table 1 the MAPE index gained by 

DHMM is 12.17 percent, while this index for ANN, Grey 

and Persistence methods is 19.22, 30.72 and 15.24 percent, 

respectively. Also, according to Table 2, this index for 

DHMM, ANN, Grey, and Persistence methods are 15.48, 

26.57, 34.49, and 23.01 percent, respectively indicating less 

error in the proposed method. On the other hand, comparing 

the RMSE and MAE indexes in Table 1 and Table 2 

suggests that DHMM is superior to the three other methods. 

Given the fact that in 2016 Iranian tourism had a negative 

growth rate in comparison to 2015 (Fig. 2), the lower error in 

DHMM prediction suggests the higher ability of this method. 

It should be mentioned that the more trained data in DHMM, 

the higher ability in prediction would be achieved. 

Fig. 4 and Fig. 5 show the curves of predicted Iranian and 

foreign tourism demand in Isfahan for 12 months in 2016 by 

using DHMM as well as the actual values and predicted  
 

 
Fig. 4. Comparison between prediction by DHMM and three other 

methods in Iranian tourism demand 

 
Fig. 5. Comparison between prediction by DHMM and three other 

methods in foreign tourism demand 

values by three other methods. Furthermore, Fig. 6 

and Fig. 7 illustrate the absolute errors of four prediction 

methods. The total absolute errors for Iranian tourism 

prediction by Persistence, Grey, ANN, and DHMM are 

87150, 175638, 109906, and 69600, respectively; 

moreover, these errors for foreign tourism prediction are 

46699, 70011, 53929, and 31423, respectively. These 

values show that for both Iranian and foreign tourists the 

total forecast absolute errors of the suggested method are 

less than three other methods. 
 

 
Fig. 6. Comparison between absolute errors of four prediction methods 

in Iranian tourism demand 

 
Fig. 7. Comparison between absolute errors of four prediction methods 

in foreign tourism demand 
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5. Conclusion 

In this research, the Discrete Hidden Markov Model 

(DHMM) was used to predict the tourism demand in 

Isfahan. This is the first time that one of the hidden 

Markov models is being used to predict the demand for 

tourism. The DHMM was simulated in MATLAB 

software and it was implemented on the statistic of Iranian 

and foreign tourists visiting Isfahan. To determine the 

efficiency of the proposed method, its results were 

compared with the results of the NN model, grey model, 

and persistence method. The error rate of these methods 

was obtained by using three error indexes. The results also 

showed that DHMM performs more satisfactory than the 

other mentioned methods; besides, less error in the 

proposed method suggests a more realistic prediction in 

tourism demand. Since the state and non-profit 

organizations are involved in the tourism industry, the 

tourism demand is simply influenced by social, political, 

economy, cultural events. Thus, a method with less error 

in sudden changes is more reliable regarding the prediction. 

The managers and decision-makers in the tourism industry 

can enjoy this method to plan the short-term facilities and 

improve infrastructures in the long-term. The researchers 

also can use the DHMM as a basic method in producing 

the hybrid methods for predicting the tourism demand. 
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