
 

 * Corresponding Author 

Cluster-based Coverage Scheme for Wireless Sensor Networks 
using Learning Automata 

Seyyed Keyvan Mousavi 
Department of Computer Engineering, Urmia Branch, Islamic Azad University, Urmia, Iran 

mosavikeyvan90@gmail.com 
Ali Ghaffari* 

Department of Computer Engineering, Tabriz Branch, Islamic Azad University, Tabriz, Iran 

A.ghaffari@iaut.ac.ir 

 

Received: 27/Dec/2020            Revised: 11/May/2021            Accepted: 25/May/2021 

 

 

Abstract  
Network coverage is one of the most important challenges in wireless sensor networks (WSNs). In a WSN, each sensor 

node has a sensing area coverage based on its sensing range. In most applications, sensor nodes are randomly deployed in 

the environment which causes the density of nodes become high in some areas and low in some other. In this case, some 

areas are not covered by none of sensor nodes which these areas are called coverage holes. Also, creating areas with high 

density leads to redundant overlapping and as a result the network lifetime decreases. In this paper, a cluster-based scheme 

for the coverage problem of WSNs using learning automata is proposed. In the proposed scheme, each node creates the 

action and probability vectors of learning automata for itself and its neighbors, then determines the status of itself and all 

its neighbors and finally sends them to the cluster head (CH). Afterward, each CH starts to reward or penalize the vectors 

and sends the results to the sender for updating purposes. Thereafter, among the sent vectors, the CH node selects the best 

action vector and broadcasts it in the form of a message inside the cluster. Finally, each member changes its status in 

accordance with the vector included in the received message from the corresponding CH and the active sensor nodes 

perform environment monitoring operations. The simulation results show that the proposed scheme improves the network 

coverage and the energy consumption. 
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1- Introduction 

Wireless sensor networks are consist of a large number of 

sensor nodes which are densely deployed inside a 

phenomenon or very close to it [1-6]. One of the basic 

challenges in wireless sensor networks is the coverage 

problem [7, 8]. Coverage favors the placement of sensors 

in the environment and determines how much the 

environment is monitored by the sensors. In WSNs, sensor 

nodes are usually distributed randomly in the environment 

which causes the density of nodes become high in some 

areas and low in some other [9, 10]. The redundancy of 

sensor nodes in an area, firstly leads to waste the energy of 

some sensor nodes which causes to reduce the network 

lifetime and secondly, leads to overlap that area with a 

high probability while some areas may remain out of 

coverage [11-14]. Hence, in these networks in order to 

reduce the amount of overlap of sensor nodes and optimal 

coverage of the network and also reducing the energy 

consumption and prolonging the network lifetime, 

identifying the redundant nodes seems to be an essential 

problem [15-18].  

Three main categories of coverage related problems can 

be identified into three classes: (i) target coverage, (ii) 

barrier coverage, and (iii) area coverage. In target 

coverage class, we try to monitor various targets with 

sensor nodes in target tracking applications. In barrier 

coverage, we try to minimize the probability of 

undetected penetration through a sensor node. On the 

other hand, area coverage can be divided into two groups: 

partially coverage and full coverage. 

In partially coverage, a determined percent of monitored 

area can be covered with distributed sensor nodes.  While 

in full coverage class we must continuously monitor 

whole interested area [19, 20]. 

This paper proposes a new method based on learning 

automata to improve the coverage and to prolong the 

lifetime of WSNs. The proposed scheme reduces the 
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amount of energy consumption in the network and as a 

result increases the network lifetime by identifying and 

disabling the redundant nodes. The simulation result 

shows that proposed method improves the network 

performance metrics such as coverage and energy 

consumption. 

Briefly, the main contribution of this paper are as follows: 

 Discussing the various related works about WSNs 

coverage optimization strategies. 

 Proposing a new coverage optimization mechanism 

in WSNs using learning automata. 

 Evaluation and validation of the effectiveness of 

proposed mechanism in MATLAB simulator under 

varying sensor nodes. 

The rest of the paper is organized as follows. Section 2 

indicates related works. Section 3 describes the proposed 

scheme. Section 4 describes the performance evaluation of 

the proposed scheme and finally, Section 5 provides the 

conclusion and future works. 

2- Related Works 

This section provides an overall picture of the literature 

related to the coverage problems in WSNs. 

In [21], a method based on target coverage in 

heterogeneous wireless sensor networks has been 

proposed. This method is one of the connected k-

coverage methods. In addition, each node in the coverage 

set can communicate with the sink either directly or via a 

multi-hop connection through its neighbors. In this 

method, neighbor nodes can be used as a relay to 

establish connection between nodes in the network. The 

disadvantages of this method are high energy 

consumption and as a result low network lifetime.  

In [22], a method called coverage and energy strategy has 

been proposed for WSNs. In this method, each sensor 

node has four modes including INITIAL, WORKING, 

SLEEPING and CHECKING. This algorithm includes 

two phases. In the first phase, all nodes are initially in 

WORKING mode. In WORKING mode, firstly each 

node exchanges its location information with its 

neighbors and then estimates the coverage share of itself 

with the neighbor nodes which are in WORKING mode. 

If the coverage share is independent or the neighbor node 

which is in WORKING mode is a redundant node, the 

node goes to SLEEPING mode otherwise it stays in 

WORKING mode. In the second phase, the nodes try to 

exchange their duties between SLEEPING and 

WORKING modes based on the coverage and 

connectivity conditions. In SLEEPING mode, the nodes 

will periodically wake up and switch to CHECKING 

mode. A node which is in WORKING mode goes to 

SLEEPING mode if its neighbor node in CHECKING 

mode, has a greater level of residual energy. The large 

number of active nodes in this method leads to waste the 

energy and also redundancy in the coverage.  In [23], an 

algorithm called Imprecise Detections Algorithm (IDA) 

has been proposed to improve coverage in wireless sensor 

networks. In this algorithm, firstly the environment is 

modeled as a grid and the sensor nodes are located in the 

grid points. Suppose the probability of detecting a target 

by a node has an exponential relation with the distance -
between the target and the sensor node. This means a 

target located at distance d from a sensor node is detected 

by that node with the probability of     . The algorithm 

presented in [24] by using of Voronoi diagram, tries to 

select the most suitable nodes for complete coverage of 

the environment. One of the factors that has been 

considered in this algorithm for selecting active nodes is 

the residual energy of nodes. This algorithm tries to 

increase the network lifetime by balancing the energy 

consumption of entire network. In this algorithm, all 

nodes are initially in the sleep mode. Then, one of the 

sensor nodes is selected as the starting node and creates a 

Voronoi cell for other sensors.  

In [25], a protocol called Coverage-Preserving Clustering 

Protocol (CPCP) has been presented for wireless sensor 

networks. To ensure balanced energy consumption among 

CHs in the network, most of existing clustering protocols 

favor uniformly distribution of clusters with stable 

average cluster sizes and obtaining the best cluster 

distribution number per a unit of time is the main goal of 

clustered wireless sensor networks. In this method, CHS 

are distributed uniformly entire the network by limiting 

the maximum cluster area. Thus, clusters in a sparse area 

are formed as well as clusters in a dense area which 

prevents the costly transfer by the costly nodes to the 

remote CHS. In [26], the authors proposed PCLA (Partial 

Coverage with Learning Automata), a novel algorithm 

that relies on learning automata to implement sleep 

scheduling approaches. It minimizes the number of 

sensors to activate for covering a desired portion of the 

region of interest preserving the connectivity among 

sensors. In [27], the authors proposed an integrated and 

energy-efficient protocol for Coverage, Connectivity, and 

Communication (C3) in WSNs. This protocol uses RSSI 

(received signal strength indicator) to divide the network 

into virtual rings, defines clusters with CH at alternating 

rings, and defines dings that are rings inside a cluster. 

This scheme uses triangular tessellation to identify 

redundant nodes, and sends gathered data to sink through 

CHs. In C3, the distance of CHs from the sink node is too 

long. This weakness makes the CHs apply more 

intermediate nodes to send their data directly to the sink 

node and consequently leads to more energy consumption 

in the network. 

 In [28], the authors proposed a novel algorithm called 

complex alliance strategy with multi-objective 
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optimization of coverage (CASMOC) which could 

improve node coverage effectively. CASMOC achieves 

the energy balance of whole network through giving the 

proportional relationship of the energy conversion 

function between the working node and its neighbors, and 

applies this relationship in scheduling low energy mobile 

nodes. In [29], the authors presented a distributed 

protocol, called single phase multiple initiator (SPMI). 

Based on determining a connected dominating set (CDS), 

SPMI connects cover set for assuring the coverage and 

connectivity in WSN. Without using sensors’ location 

information, SPMI only requires a single phase to 

construct a CDS in distributed manner.  

In [30], the authors proposed a cover set to find the 

minimum set of sensors that completely cover the sensing 

ranges within an interest area as a criterion by selecting 

an optimal number of active sensors considering residual 

energy and the cover set and to keep alive the important 

sensors for the sensing coverage task. Also, the authors 

proposed an area coverage-aware clustering protocol 

(ACACP) with optimum energy consumption considering 

the activation node, network clustering, and multi-hop 

communication to improve overall network lifetime while 

preserving coverage. 

3- The Proposed Method 

To address the mentioned problem of C3, in the proposed 

method the sink node plays its main role and acts as an 

interface between user and the network. Due to this 

reason, in the proposed method the probability of being 

CH for the nodes that are closer to the sink will be greater 

than C3 [27] method. This will lead to reduce the distance 

from the sink that makes the CHs to send their data 

directly to the sink apply fewer intermediate node and 

consequently less energy is consumed in the network. In 

C3 [27] method, the energy of sensor nodes is not 

considered to select the redundant nodes. Hence in the 

proposed method, the energy of sensor nodes is also 

considered to select the redundant nodes. Another 

weakness of C3 [27] method is that the selection process 

of redundant nodes is done greedily. Though this method 

leads to increase the amount of coverage at the beginning 

of network lifetime, but with the passage of time, the 

algorithm will converge to the local optimal. While in the 

proposed method, the action of selecting the redundant 

nodes is performed by the use of intelligent learning 

automata algorithm that causes the proposed method 

converge to the optimal solution as time goes by and 

doesn’t trap in a local optimal. In the proposed method, 

each sensor node can be in two different modes, 

including: Active mode and sleep mode. 

In the proposed method, it is assumed that all the 

sensors deployed in the environment have the same 

sensing area and initial energy and each sensor node is 

aware of its geographic location by using global 

positioning system (GPS) or other positioning devices of 

the network. Also, it is assumed that all sensor nodes are 

initially in the active mode. After deploying the sensors in 

the environment, the sensor nodes by broadcasting the 

Hello packets, identify all its neighbors and send their 

status information to these neighbor nodes. The proposed 

algorithm consists of three phases in each round. The first 

phase includes network clustering, formation of the action 

set vector and the action probability vector. In the second 

phase, the coverage set within each cluster is created by 

the CH node using learning automata. Finally, in the third 

phase, the coverage set begin to monitor the environment. 

The details of each of these phases are explained below.  

3-1 First Phase: Network Clustering, Formation 

of Action Set Vector and Action Probability 

Vector  
In this phase, the following three types of messages can 

be used:  

i) Status Message: by using this message, each sensor 

node sends the information about its status such as 

neighborhood degree, overlap degree and residual energy 

in order to become a CH to all its neighbors.  

ii) CH Message: The candidate node to become a CH, by 

using this message announces itself as a CH along with 

the latest information about its status to all its neighbor 

nodes.  

iii) Membership Message: Each sensor node by using this 

message, declares itself as a single-hop member of a 

certain CH.  

In this phase, it is tried to select the CHs among the nodes 

located in the densely areas of network and with the 

highest overlap degree. The degree of a node, is referred 

to the number of single-hop neighbors of that node in the 

network and the overlap degree is referred to the number 

of neighbors that overlap with this node at the certain 

points. To calculate the degree of a node, after network 

setup and deployment of the sensors in a given 

environment, the sink node sends a setup message to all 

nodes in the network. Each sensor node upon receiving 

this message, at a random time in the interval between 

zero and Tmax, transmits its information to all its 

neighbors. Each neighbor node upon receiving this 

message and by checking the content of the message, can 

determine its degree. The reason of using a random time 

in the range between zero and Tmax is to reduce collision 

while sending the HELLO packets. To determine the 

overlap degree of a node with its neighbors, firstly with 

considering the fixed points in the sensing area of the 

sensor nodes, the area coverage problem is converted to 
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the target coverage problem and then by using Eq. (1), the 

overlap degree of nodes is calculated: 

    
∑   

∑   
                                                   (1) 

In Eq. (1), ΣCTi indicates the total number of times that 

the target points existing in the sensing area of node i are 

covered by its neighbors and ΣNTi indicates the sum of 

the target points existing in the sensing area of node i. In 

figures 1 and 2 the hypothetical sensor nodes A and B 

have the same number of neighbors, but their overlap 

degrees are different from each other. The neighborhood 

degrees of both nodes A and B are equal to 4, but since 

the target points of node A have been covered 6 times by 

its neighboring nodes and the target points of node B have 

been covered 4 times by its neighbors.  

 
Fig. 1. The status of the target coverage of neighbors of the 

hypothetical node A 

 
Fig. 2. The status of the target coverage of neighbors of the 

hypothetical node B 

After determining the neighborhood degree and the 

overlap degree of sensor nodes, in the next step each node 

after sending its status to all its neighbors, waits for a 

certain time period Tni until it receives a CH message 

from the nearest candidate CH. If within this time period 

it doesn’t receive any message, announces itself as a CH 

and broadcasts a CH message along with the information 

about its status throughout the network. The waiting time 

Tni of each node is calculated using Eq. (2) [31]:  

       
 

 (  )   (  )                                                    (2)
 

In Eq. (3), d(ni) shows the neighborhood degree or the 

number of neighbors of node ni and od(ni) indicates the 

overlap degree of node ni. Also, the constant factor α 

should be set such that the condition 0<Tni≤Tmax is 

satisfied.  

To minimize the number of clusters and select the best 

node in that area as CH, the residual energy of nodes is 

also considered. In this case Eq. (2) turns into Eq. (3) and 

the node having the highest residual energy is chosen as 

CH. As a result, instead of having multiple clusters in an 

area, we will have a single cluster.  

       
 

 (  )   (  )
  
    (  )

    
 
                         (3) 

where in Eq. (4),     
 
and Eres(ni) indicate the initial and 

the residual energy of node ni. In the next phase, each 

sensor node upon receiving the CH message from the 

nearest candidate node, declares itself as a member of that 

CH by sending a message containing its information. The 

CH upon receiving this message, stores its member 

node’s information in its database and identifies this node 

as a single-hop member of itself.  

After selecting the cluster heads and clustering the 

network, the CHs determine a certain time interval for 

each of its members to send their information so that each 

member can send its information to the corresponding 

cluster only within this time interval. This determined 

time interval to send the information by each cluster 

member is announced through sending a message by the 

cluster head node. With scheduling the member nodes by 

the cluster heads, it is prevented any collision of 

information while sending data to the cluster head. In 

order to balance the network load, at the beginning of 

each period, the clustering process is repeated again. 

After selection of the cluster heads and clustering the 

network, firstly inside the clusters each node creates the 

action vector and the probability vector of learning 

automata for itself and its neighbors. Then each node 

according to the probability vector of learning automata, 

determines the state of itself and its neighbors randomly 

and sends it as a message to its corresponding cluster 

head. The action vector of automata of a node includes 

the status of that node and its neighbors and is a vector as 

VA= {a, s}. In this vector, “a” indicates the active mode 

and “s” shows the sleep mode of a node. The probability 

vector of a node is equal to 0.5 initially and is a vector as 

(0.5, 0.5). In figure 4, the six nodes named A, B, C, D, E 
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and F are the members of a cluster and the node CH is the 

cluster head. Also, nodes B, C, D, E and F are the one-

hop neighbors of node A.  

 
Fig. 3. The hypothetical node A and its single-hop neighbors inside 

the cluster 

In figure 4, the node A firstly creates the action vector 

and the probability vector of itself and its neighbors as 

Table 1. Then as Table 1, according to the probability 

vector of itself and its neighbors, randomly selects action 

“a” or “s” for itself or its single-hop neighbors and 

determines the state of itself and its neighbors 

accordingly. Finally, as Table 1, sends the final status of 

itself and its neighbors to the cluster head as a message. 

The process of selecting the automata action by a node for 

itself and its neighbors is as follows: firstly, the node 

generates a random number between 0 and 1 for its 

intended node and then compares this number with the 

range of existing numbers in the probability vector related 

to each action of its intended node. Afterward, it 

considers the action that the generated number is within 

its probability range as the state of the node. For example, 

in figure 4, the node A to select the state of node B, firstly 

generates a random number as 0.6. Then, according to the 

probability vector of node B where the selection range of 

action “a” is (0, 0.5) and the selection range of action “s” 

is (0.5, 1), determines the placement range of the random 

number 0.6. Then, since the random number 0.6 is within 

range (0.5, 1), thus node A selects action “s” as the status 

of node B. The node A continues this process until it has 

not set the status of itself and all its neighbors.  

Table 1. The action and probability vectors of the generated 
automata by node A for itself and its neighbors 

Node Action vector  
Probability 

vector 

A {a, s}    {0.5, 0.5} 

B {a, s} {0.5, 0.5} 

C {a, s} {0.5, 0.5} 

D {a, s} {0.5, 0.5} 

E {a, s} {0.5, 0.5} 

F {a, s} {0.5, 0.5} 

Table 2. The Selected action by node A for itself and its neighbors 

node Generated number 
Selected 

action 

A 0.4 a 

B 0.6 s 

C 0.3 a 

D 0.7 s 

E 0.1 a 

F 0.6 s 
 

Table 3. The transmitted message from node A to the cluster head 

node Action vector 
Probability 

vector 

Selected 

action 

A {a, s} {0.5, 0.5} a 

B {a, s} {0.5, 0.5} s 

C {a, s} {0.5, 0.5} a 

D {a, s} {0.5, 0.5} s 

E {a, s} {0.5, 0.5} a 

F {a, s} {0.5, 0.5} s 

3-2 Second Phase: Formation of Coverage Set  

In this phase, first of all, the cluster head according to the 

information received from its cluster members, starts to 

reward or penalize the received messages by the use of 

the relations of learning automata [7] and then transmits 

the results to the sender of each received message. 

Afterward, among the transmitted vectors to its cluster 

members, it selects the best vector of actions and 

broadcasts the final status of nodes to its members in the 

form of a message for optimal covering the cluster. For 

example, suppose that the cluster head CH has received 

Table 3 as a message from node A. Among the one-hop 

members of the cluster, the nodes having the highest 

overlap degree are considered as the redundant nodes and 

should go into the sleep mode. To achieve this goal, the 

cluster head according to Table 3, firstly creates Table 4 

based on the overlap degree and the residual energy of 

nodes and to calculates the value of un field of each node 

by using Eq. (4):  

      
  (  )

   (  )
 (   )  

     (  )

    (  )
    (4) 

In Eq. (5), Max(od) indicates highest overlap degree 

among the nodes included in the forwarded message to 

the CH,     (  ) indicates the minimum residual energy 

among the nodes, Eres(ni) indicates the residual energy of 

node ni and β is a constant number between 0 and 1. In 

this paper, β is set to 0.65. 

 
Table 4. Details of the existing sensor nodes within the received 

message by the cluster head 

Node 

name 
Status  

Residual 

energy 

Overlapping 

degree  

Amount of 

un 

A a 1.3 j 1.2 0.7010 

B s 1.5 j 1.3 0.7088 

C a 1.6 j 1.4 0.7008 

D s 1.5 j 0.8 0.9588 

E a 1.5 j 1.1 0.7816 

F s 1.7 j 1.2 0.7833 
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Afterward, the cluster head sorts Table 4 based on the un 

values of nodes in descending order from the highest 

value to the lowest value and by using Eqs. (5) to (8), 

learning automata [7] starts to reward or penalize the 

nodes and finally converts Table 4 into Table 5. Ideally, 

the nodes having the highest un values should go into the 

sleep mode, because they have the highest overlap degree 

and the lowest residual energy. Accordingly, if the sleep 

mode is selected for a node while the node with a higher 

un value is in the active mode, this action is penalized by 

the cluster head via Eqs. (7) and (8), otherwise it is 

rewarded using Eqs. (5) and (6).  

  (   )    ( )    (    ( )                 (5) 

  (   )  (   )    (   )                    (6) 

  (   )  (   )    ( )                              (7) 

  (   )  (
 

   
)  (   )    ( )             (8) 

In relations (5) and (7), Pi(n) indicates the probability of 

i
th

 action in the n
th

 step and Pi(n+1) indicates the 

probability of i
th

 action in the (n+1)
th

 step. In Eqs. (5) and 

(6),   shows the coefficient of reward and in relations (6) 

and (8),   shows the coefficient of penalty. In relations 

(7) and (8), Pj(n) indicates the probability of j
th

 action in 

the nth step and Pj(n+1) indicates the probability of j
th

 

action in the (n+1)
th

 step. Furthermore in Eq. (8),   shows 

the number of automata actions.  

Table 5. The sorted version of table 4 based on un values 

Hostname Status  Amount of un 
Reward / 

penalty 

D s 0.9588 reward 

F s 0.7833 reward 

E a 0.7816 penalty 

B s 0.7088 reward 

A a 0.7010 reward 

C a 0.7008 reward 

 

As an example, in Table 5, to assign a reward or penalty 

to the actions selected by node A, the cluster head node 

starts from the node with the highest value of un. If the 

selected node is in status “a” and the status of the next 

neighbor node that has a fewer un value is “s”, thus that 

action will be penalized. If the selected node is in status 

“s” and the status of the next neighbor node that has a 

fewer un value is “a”, hence that action will be rewarded. 

If the next node is in the same status as the selected node, 

thus it will be considered a reward for that action. In 

Table 5, the node D has the highest value of un and thus 

the allocation of reward or penalty to the actions selected 

by node A starts from this node. Since node D is in status 

“s” and its adjacent node in the table (i.e., node F) is also 

in status “s”, then it is rewarded the actions selected by 

node D using Eqs. (6) and (7). Similarly, since node E is 

in status “a” and its adjacent node in the table (i.e., node 

B) is in status “s”, then it is penalized the actions selected 

by node D using Eqs. (8) and (9). The last node in the 

table that has generated less number by using relation (5), 

according to the tests carried out, it is better to be 

activated. In other words, if the last node in the table is in 

status “a”, then it is rewarded the selected action using 

Eqs. (6) and (7), otherwise this action is penalized by Eqs. 

(8) and (9). In Table 5, since node C is in status “a”, it is 

rewarded the selected action of node C by Eqs. (6) and 

(7). After the allocation of reward and penalty to the 

vectors within the received messages from the members, 

the cluster head firstly sends each message to the sender 

of that message so that the sender node update its vector 

accordingly. Then among these messages, it selects the 

message that leads to a high reward and broadcasts the 

final status of nodes to its members in the form of a 

message for optimal covering the cluster. Each member 

node after receiving this message from the cluster head, 

changes its status based on the vector included in the 

received message. With the passage of time and network 

lifetime, the parameters of nodes may be changed. For 

example, the node C which has the least amount of un in 

Table 6, may achieve a better un value than its neighbors 

in the next clustering round. Also, at the beginning of the 

formation of clusters, this action of automata to form the 

coverage set in the second phase can be repeated for n 

times.  

Table 6. Final status of the nodes  

Hostname Status 

D s 

F s 

E a 

B s 

A a 

C a 

 

3-3- Third Phase: Monitoring 
 

After selecting the active nodes in the previous phase, in 

this phase the active nodes start to perform monitoring 

operations in their sensing areas until the next clustering 

round is began or the lifetime of cluster head node is 

terminated. Figure 5, shows the flowchart of the proposed 

method. 

Algorithm 1 shows the pseudo-code of the proposed 

method. 
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Algorithm 1. Pseudo code of the proposed scheme 

1. Start 

2. Distribute sensor nodes randomly. 

3. Each node waits for a certain time period Tn which is 

calculated via relation (3). 

4. If node receives a message within Tn time period  

5. Then 
6.   Join a cluster. 

7. Else 

8.    Announce itself as a cluster head. 

9.  Start the coverage algorithm. 

10. Do for each node 

11.  If node has an automata action vector for its neighbors  

12. Then 
13.  Randomly select an action for each neighbor. 

14.   Else 

15.     Create the action vector for each neighbor. 

16.      Randomly select an action for each neighbor. 

17.     End If 

18.    Send these selected actions as a message to the CH. 

19. End Do 

20. Do these operations for each CH 

21.   After receiving the message, CH does as follow: 

22.   Sort the message by using relation (4). 

23.   Assign reward or penalty by considering the values 

obtained from relation (4) and nodes status. 

24.  Announce the status of the performed reward/penalty  

25. Broadcast the message having the maximum reward as 

the best message. 

26. End Do  

27. Do monitoring. 

28. If network lifetime has over  

29. Then 
30.     End. 

31. Else 

32:      If cluster lifetime has over or cluster head is dead   

33:       Then 

34:         Go step 4. 

35:   Else 

36:     Go step 25. 

37:   End If 

38:   End If    
39:   End 

 

3-4- Energy Consumption Model 

If we assume that l is the number of transmitted bits, d is 

the distance between transmitter and receiver, Eelec is the 

energy required for transmission of a bit, amp is the 

energy required to relay the transmitted bits and d0 is the 

transmitting distance threshold for amplifier circuit, then 

the energy required for sending l bits of data is calculated 

according to Eq. (9): 

   (   )  {
 (          

 )       

 (           
 )       

           (9) 

In Eq. (9), the amount of d0 is calculated via Eq. (10):  

   √
   

    
                                                 (10) 

The energy required for receiving the packets of size l 

bits is also calculated by Eq. (11): 

    (   )                                                                              (11) 

4- Performance Evaluation 

In this section, the performance of the proposed method is 

compared with that of C3 method in terms of the network 

coverage percentage and the average residual energy of 

sensor nodes in an environment of size 160×160 m
2
 and 

with a uniform distribution of 100 to 300 sensor nodes. 

Both proposed and C3 [27] methods have been 

implemented via MATLAB simulation software. All 

simulations have been repeated for 30 independent runs. 

The simulation parameters are given in Table 7. 

Table 7. Simulation parameters 

Parameter Value 

Number of sensors 100 to 300 

Sensing radius  10 m 

Sending and receiving radius 20 m 

Network area 160 × 160 m2 

Number of running  30  

Position of the sink node  (80,80), (35,25), (130,65) 

α, β  0.18, 0.55 

      50 nj/bit 

    5 nj/bit/packet 

 Ƒs  10 pj/bit/m2 

 amp 0.0013 Pj/bit/m4 

Initial energy  2 j 

Packet size 4000 bits 

Control packet size 200 bits 

 

4-1 Comparison in Term of Network Coverage 

Percentage  

In this section, the performance of the proposed method is 

compared with C3 [27] method in term of the network 

coverage percentage under the following three scenarios. 

- First Scenario: sink is located in coordinate (80, 80) of 

the environment. Based on figure 7, with the increasing 

the number of nodes, the network coverage percentage 

generally increases, but the rate of increase in the 

proposed method is greater than C3 [27] method.  
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Fig. 5. Network coverage percentage in the first scenario 

- Second Scenario: sink is located in coordinate (35, 25) 

of the environment. Based on figure 8, by increasing the 

number of nodes, the network coverage percentage also 

increases, but the rate of increase in the proposed method 

is more than C3 [27] method. 

 
Fig. 6. Network coverage percentage in the second scenario 

- Third Scenario: sink is located in coordinate (130, 65) 

of the environment. As shown in figure 9, with the 

increasing the number of nodes, the network coverage 

percentage increases, but the rate of increase in the 

proposed method is more than C3 [27] method. The 

simulation results of the three scenarios show that the 

proposed method performs better than C3 [27] method in 

term of the network coverage percentage. 

 

 

Fig. 7. Network coverage percentage in the third scenario 

4-2 Comparing in Term of Average Residual Energy 

of Nodes 

In this section, the efficiency of the proposed method is 

compared against C3 [27] method in term of the average 

residual energy of sensor nodes.  

- First Scenario: sink is located in coordinate (80, 80) of 

the environment 

According to figure 10, we can conclude that with the 

increasing the number of nodes, the average residual 

energy of network nodes generally increases, but the rate 

of increase in the proposed method is higher than C3 [27] 

method.  

- Second Scenario: sink is located in coordinate (35, 25) 

of the environment. Based on figure 11, we can conclude 

that by increasing the number of nodes, the average 

residual energy of network nodes increases, but the rate of 

increase in the proposed method is more than C3 method.  

 

Fig. 8. Average residual energy of nodes in the first scenario 
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Fig. 9. Average residual energy of nodes in the second scenario 

- Third Scenario: sink is located in coordinate (130, 65) 

of the environment.  According to figure 12, we can 

conclude that with the increasing the number of nodes, 

the average residual energy of sensor nodes increases, but 

the rate of increase in the proposed method is greater than 

C3 [27] method. The simulation results of the three 

scenarios indicate that in the presence of different number 

of sensor nodes, the average residual energy of network 

nodes in the proposed method is higher than C3 method 

and as a result, the network lifetime of the proposed 

method is also higher than C3 method.  
 

 
Fig. 10. Average residual energy of nodes  

5- Conclusions 

In this paper, a new method to improve the network 

coverage percentage and prolong the lifetime of wireless 

sensor networks was proposed. In the proposed method, 

after clustering the network, firstly inside the clusters 

each node creates the action and probability vectors of 

learning automata for itself and its neighbors, then 

determines the status of itself and all its neighbors and 

finally sends them in the form of a message to the cluster 

head. Afterward, each cluster head starts to reward or 

penalize the vectors within the received messages and 

sends the results to the sender of each message for 

updating purposes. Thereafter, among the sent vectors, 

the cluster head node selects the best action vector and 

broadcasts it in the form of a message inside the cluster. 

Finally, each member changes its status in accordance 

with the vector included in the received message from the 

corresponding cluster head and the active sensor nodes 

perform environment monitoring operations. The 

environment monitoring operations are performed by the 

active nodes until the beginning of next clustering round 

or termination of the cluster head lifetime. The simulation 

results showed that the proposed method in terms of the 

network coverage percentage and the average residual 

energy of nodes performs better than C3 method. As a 

future work, we will perform the proposed scheme in 

other areas with holes or obstacles. 
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