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Abstract 
With the explosion of learning materials available on personal learning environments (PLEs) in the recent years, it is 

difficult for learners to discover the most appropriate materials according to keyword searching method. Recommender 

systems (RSs) that are used to support activity of learners in PLE can deliver suitable material to learners. This technology 

suffers from the cold-start and sparsity problems. On the other hand, in most researches, less attention has been paid to 

latent features of products. For improving the quality of recommendations and alleviating sparsity problem, this research 

proposes a latent feature based recommendation approach. Since usually there isn’t adequate information about the 

observed features of learner and material, latent features are introduced for addressing sparsity problem. First preference 

matrix (PM) is used to model the interests of learner based on latent features of learning materials in a multidimensional 

information model. Then, we use genetic algorithm (GA) as a supervised learning task whose fitness function is the mean 

absolute error (MAE) of the RS. GA optimizes latent features weight for each learner based on his/her historical rating. 

The method outperforms the previous algorithms on accuracy measures and can alleviate the sparsity problem. The main 

contributions are optimization of latent features weight using genetic algorithm and alleviating the sparsity problem to 

improve the quality of recommendation. 

 

Keywords: Collaborative Filtering; Hybrid Recommendation; E-Learning; Learning Materials; Sparsity Problem. 
 

 

1. Introduction 

The information available on the internet is increasing 

exponentially and it is necessary to create technologies 

which can assist learners to discover the most valuable 

information to them from all available information. To 

help users deal with information overload and provide 

personalized recommendations, recommender systems 

have become an important research area since the first 

paper on collaborative filtering in the mid-1990s [1]. The 

task of delivering personalized e-learning material is often 

framed in terms of a recommendation task in which a 

system recommends items to an active learner [2]. Several 

educational recommender systems have been proposed in 

the literature which most of them focus on recommending 

suitable materials or learning activities [3]. 

In recent years, recommender system is being 

deployed in more and more e-commerce entities to best 

express and accommodate customer’s interests. 

According to their strategies, recommender systems can 

be divided into three major categories: content-based, 

collaborative, and hybrid recommendation [1]. 

Majority of researches have used collaborative 

filtering as a recommendation strategy in recommender 

systems. The main idea of collaborative filtering is 

grouping like-minded users together. These systems 

which are also called clique-based systems, assume users 

who had similar choices before will make the same 

selection in the future. Initial hints of relating 

collaborative filtering to education have appeared in early 

relevant papers [4], but this strategy has been developed 

by other researchers [5-10]. Soonthornphisaj et al. [11] 

used collaborative filtering for material recommendation. 

First, the weights between the target learner and all the 

other learners are calculated by Pearson correlation. Then, 

n learners with the highest similarity to the active learner 

are selected as the neighborhoods. Finally, using the 

weight combination obtained from the neighborhood, the 

rating prediction is calculated. Bobadilla et al. [7] 

incorporated the learners score (obtained from a test) in 

the calculations by a new equation in collaborative 

filtering for item (material) prediction. Their experiment 

showed that the method obtained high item-prediction 

accuracy. Some of the (or some researchers) researchers 

used hybrid approaches for material recommendation. 

Liang et al. [12] implemented the combination of content-

based filtering and collaborative filtering to make 

personalized recommendations for a courseware selection 

module. At first, a learner u enters some keywords on the 

portal of courseware management system. Then, the 

courseware recommendation module finds the k 

courseware with the same or similar keywords that others 

within the same learner interest group as learner u, choose. 

A relevance degree will be calculated for each k 

courseware by multiplying the degree of trust between 

learner u and other learners and evaluation of courseware 

by learner u. Finally the top five recommended 

courseware is outputted according to the recommendation 

degree. Their experiment revealed that the algorithm 
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which they have used can reflect learners' preferences 

with high efficiency. 

While the collaborative filtering algorithms try to address 

the information overload and personalization problem, with 

growing number of users and items tremendously, these 

algorithms will suffer from serious sparsity problems [13]. In 

addition, most traditional recommendation algorithms have 

been developed for e-commerce applications which cannot 

cover some necessary requirements of e-learning 

environments. One of these drawbacks is that most 

traditional algorithms only consider user’s rating 

information and cannot take the contextual information of 

user and item such as their features into account. These 

algorithms assume that there are sufficient historical data 

for measuring similarity between items or users. However, 

most of the time this assumption is not held in e-learning 

environments, where we do not have adequate 

information about learners and also new e-learning 

materials are added to the system every day. However, by 

considering leaner’s features and learning materials for 

the recommendation process, we can get better 

recommendations in learning environment. Therefore, it 

is necessary to consider features of materials and learners 

to improve the quality and accuracy of recommendations 

in learning environment. In our previous research, we 

introduced an adaptive hybrid recommender framework 

that considers features of materials and learners and also 

learners’ dynamic interests in the unified model [14]. We 

used learner preference matrix that can model leaners’ 

interest based on attributes of materials using historical 

rating of accessed materials by learners. In addition, a 

new adaptive strategy was used to model dynamic 

preference of learners. Unfortunately, in most cases we 

cannot find appropriate features and collect the 

corresponding data because some data are involved 

people’s privacy and some features could not be 

described and coded formally. It leads towards low 

accuracy of prediction based only on the limited observed 

features [15]. Therefore, in this research, latent features 

that are extracted by factorization technique and are 

optimized by genetic algorithm using historical rating of 

users to alleviate sparsity problem, are introduced. 

Therefore, in the previous approach we had used observed 

features of learner and material but in this approach, we 

used latent feature of learner and material by matrix 

factorization technique.  

An appropriate recommendation technique can be 

chosen according to pedagogical reasons. These 

pedagogical reasons are derived from specific demands of 

lifelong learning [16]. Therefore, some recommendation 

techniques are more suitable for specific demands of 

lifelong learning than others. One way to implement 

pedagogical decisions into a recommender system is to use 

a variety of recommendation techniques in a 

recommendation strategy. Therefore, this research combines 

results of feature-based techniques with traditional 

recommendation techniques. such new method employs the 

history rating data to get the optimized latent features 

weight for learners and materials using genetic algorithm 

and then uses these weight to generate recommendation. 

The rest of the paper is organized as follows, at first 

the concept of latent features is described in section 2. In 

section 3, Methodology of research is described step by 

step. The empirical evaluations of the proposed approach 

are showed in section 4 and conclusion and review of the 

approach are presented in Section 5. 

2. Latent Features 

Collaborative filtering is the most successful 

technology for building recommender systems and is 

extensively used in many commercial recommender 

systems. this algorithms assumes that there are sufficient 

historical data for measuring similarity between items or 

users. However, this assumption is not held in various 

application domains such as e-learning environments 

where new learning materials are introduced every day 

and also adequate information about learners is not 

accessible. To address this drawback especially in e-

learning environment, we introduce latent features of user 

and item that can be discovered by genetic algorithm and 

incorporated in the recommendation process to improve 

recommendation results and alleviate the sparsity problem. 

Let U be the set of all users and let I be the set of all 

possible items.    denotes user i, and    denotes item j. 

Both user and item have their features, assuming the 

number of user’s features is p and the number of features 

for items is q, features vectors define the user and item as: 

                  ,                   . These features 

describe users and items in two high-dimensional spaces: 

Item space I and User space U. Collaborative filtering 

uses the rating matrix which is the result of interaction 

between two high-dimensional spaces in order to find the 

relationships between them. According to collaborative 

filtering assumption, the user’s historical ratings are the 

results of the interaction between features of the user and 

items, thus the hidden (unknown) ratings should also 

depend on the features of user and items too. Therefore, 

by discovering these features and also establishing the 

relationship between the ratings and these features, we 

can predict the rating of unrated items. 

Interaction between users and items makes a rating 

matrix. Each cell can be illustrated as a triple set 

  {         
 
 }  which represents user’s historical 

preferences, where   
 
 is a user preference and it usually is 

represented by a rating, and can be obtained explicitly by 

the user or implicitly by some measures such as the 

frequency of user accesses to the corresponding item. 

Since ratings depend on the characteristics of users 

and items, the rating prediction function could be denoted 

as           , M is a prediction model which is learned 

from the historical rating data H;    and    are features of 

the user i and the item j, respectively. Because the 

selection of suitable features for user and item in a CF 
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problem is almost an impossible mission, which needs a 

lot of prior expert knowledge in the art fields rather than 

technology, unfortunately, in most cases we cannot apply 

the mentioned method directly. Even if the feature set is 

chosen, it is approximately impossible to collect the 

corresponding data because some data are privacy 

information of people or some features could not be coded 

formally. It leads towards low accuracy of prediction 

based only on the limited observed features [15]. 

However, we can use the historical rating data in a 

user-item matrix for discovering some valuable features 

of user and item that are called reflected characteristics of 

latent features of items and users. The predication models 

built based on the observed features plus latent features 

should relatively have higher prediction accuracy. 

On the other hand, we can assume that users are 

grouped by their interests e.g., users in a group will prefer 

some kind of items and also item are grouped by the 

rating mode e.g., items in a group will have similar rating 

values to some kind of users. Then, to explain our 

approach we assume that the probabilities which belong 

to user groups could be seen as latent features for users, 

and the probabilities which belong to item groups could 

also be seen as a latent feature for items. Therefore, the 

main problem will be selecting suitable methods to find 

the probability which belongs  to a user or an item in one 

of these groups. In this research, we proposed a genetic 

algorithm based method that can optimize this probability 

using the historical rating. in fact, each probability 

indicates value of one dimension in the latent features 

space of users or items [15].  

Let   ;    denote latent feature space for users and 

items, respectively; let the vectors   
      

     
       

    

and   
      

     
       

   represent user and item latent 

attributes, respectively. The prediction function could be 

denoted as               
    

   and the historical rating 

data could be converted to     (        
    

    
 
) . This 

research uses Nearest Neighborhood as prediction model 

and also uses Genetic Algorithm to discover latent features. 

Genetic algorithm is used because with tremendously 

growing number of learners and materials for learning 

environments, recommendation algorithms will suffer 

serious scalability problems. This happens because 

computational materials are going beyond practical or 

acceptable levels rapidly. In the features space, different 

people may place different emphases on the interrelated 

features. The goal of GA is to find the relationship 

between the overall rating and the underlying features 

ratings for each learner. More specifically, given the 

ratings data of a learner, GA computes his/her preference 

model in terms of feature weights. 

3. Methodology 

As mentioned before, information acquisition is a 

challenging problem in many real-world applications 

since collecting information about features of users and 

items is often very expensive or even not possible at all. 

Therefore to predict rating of users, we use latent 

features instead of observed features. Latent factor 

models which aim at mapping users and items to a 

common latent space by representing them as vectors in 

that space, were used to find latent features of users and 

items. dimensions of this space are called the factors. 

Here we should mention that we usually do not know the 

exact meaning of these factors and we are just interested 

in the correlation between the vectors in that space. 

Matrix factorization technique belongs to the family of 

latent factor models. We thoroughly describe this 

technique in the reminder of this section in order to 

describe the scientific base of our approach. 

3.1 Matrix factorization technique 

We presented a hybrid model in [17] that uses a 

preference matrix (PM) which can model the interests of a 

learner based on explicit attributes of learning materials in 

a multi-dimensional information model. In that research, 

fitness function used rating of users directly. to improve 

recommendation accuracy in this paper, we use matrix 

factorization to approximate a rating matrix    | | | | 

which is the product of two smaller matrices    and   , i.e. 
TLL IUR ).(      (1) 

Where     | | | | is a matrix where each row u is a 

vector containing K latent factors describing the user u, 

and     | | | | is a matrix where each row i is a vector 

containing K latent factors describing the item i. 

Let    
  and    

  be the elements of   
  and   

  in the 

vectors of    and   , respectively. The rating   
   given 

by a learner x to a material x' is predicted by Eq. (2): 

L

x

L

x

K

k

L

kx

L

xk

x

x IUewp 






 ..

1

   (2) 

The main issue of this technique is to find optimal 

values of the parameters    and    by a criterion such as 

Root Mean Squared Error (RMSE), which is determined 

by Eq. (3): 

test

Dxx

xx

x

D

rp

RMSE
test

x






),(

2)(

   (3) 

Where D
test

 denotes the test data. 

3.2 Optimization of latent features weight 

In order to find optimal weight of the latent features 

of each user and item,    
      

     
       

  , 

  
      

     
       

  , we use genetic algorithms as a 

supervised learning task [18] whose fitness function is the 

Mean Absolute Error MAE of the RS. In this way (doing 

so), the population of our genetic algorithm becomes the 

set of different vectors of features weight. GA codes each 

possible latent features weight or solution candidate as a 

string, called chromosome. Each solution candidate is 

called individual, and the set of individual is called 

population. The population evolutes and a selection 

strategy are applied to choose better solution. While 

running our genetic algorithm, the successive population 
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generations tend to improve the MAE in the RS. Our 

genetic algorithm stops generating populations when 

MAE in the RS for a vector of features weight is lower 

than our threshold. 

As usual, we use only a part of the whole rating data 

(training rating) in order to obtain optimal latent features 

weight. After obtaining the weights, we carry out our 

experiments to evaluate the feature weights using the test 

rating only. 

3.2.1 Coding strategy 

As usual, individuals of populations are represented 

in binary form as strings of 0s and 1s. Chromosome 

scheme which has been shown in the Fig. 1 represents 

the latent features weights for learners and materials 

where the N first rows indicate latent features weights 

for N learners or       
    

      
  . The remaining 

rows indicate latent features weights for M learning 

materials or       
    

      
  . Each component,    

  or    
 , 

in the latent features weight vectors,   
      

     
       

   

or   
      

     
       

  , will be represented by 10 bits.  

The value of latent features weight is continuous and 

also between 0 to 1. in order to express these values with 

1/1000th precision, because                     , 

10 binary bits were used. Therefore, the number of 

columns in a chromosome will be     . by applying Eq. 

(4), These 10-bit binary numbers are transformed into 

decimal floating numbers, ranging from 0 to 1  

10231210

xx
x 


     (4) 

Where x is the decimal number of each latent feature 

weight binary code. For example, the binary code for the 

weight of the 1st feature of user 1 in Fig. 1 is 

             . The decimal value is        and it is 

interpreted as    
   

     
                . 

 

Fig. 1. Representation of latent features weight vectors in a chromosome  

GA begins the process with a random population of 

chromosomes. Each chromosome is assigned alternately 

and tested by the fitness function. The fitness function 

measures the prediction accuracy of the rating using 

weights as defined in the current chromosome. 

3.2.2 Fitness function 

Two latent features weight matrixes,    and    which 

indicate latent features weight vectors for N learners and 

M materials respectively become the optimization targets. 

In our proposed genetic algorithm, the fitness function 

will be the MAE of the RS (indeed we only use the 

training rating since we are trying to find two optimal 

latent features weight matrixes) for particular matrixes,    

and   . 

The MAE is obtained by comparing the real ratings 

with the predicted ratings made according to the matrixes. 

In order to calculate the MAE of the RS for particular 

matrixes    and   , which have been generated in one of 

itterations of GA, we need to follow the next steps: 

Obtaining the set of H neighbors of user x,    (the H 

most similar users to a given user x) and also the set of H 

neighbors of item x',     through latent features weight 

matrixes,    and    using Eq. (5) and Eq. (6): 
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Predicting the rate of item x' by user x,   
   is obtained 

through the Deviation From Mean (DFM) as an 

aggregation approach. First, the rate is predicted 

according to user-based similarity (Eq. (7)),           , 

and item-based similarity (Eq. (8)),           , separately 

and then results of both methods are unified by linear 

combination (Eq. (9)): 
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Where   
  
    is the predicted rate of item x' by user x 

according to user-based similarity and  ̅  is the average of 

ratings made by the user x. 
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Where   
  
    is the predicted rate of item x' by user x 

according to item-based similarity and    ̅̅ ̅̅  is the rating 

average of item x' by the users. 

)().1()(. ipupp x

x

x

x

x
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     (9) 

Where   
  

 is the predicted rate of item x' by user x and 

  is the weight parameter of the unifying process. 

Once every possible prediction is calculated by the 

unified method of item-based and user-based similarity, 

we obtain the MAE of the RS as in Eq. (10): 
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Where   
  

 is the real rating of item x' by user x. When 

running the genetic algorithm,    and     represent the 

number of users and the number of training items rated by 

the user i respectively. It must be noted that since we only 

http://www.sciencedirect.com/science/article/pii/S0957417406004076#fig2
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use the training rating in the learning stage of model, 

some of rated items by each user are selected as the 

training set and the remaining items are considered as the 

test set. When                is lower, the rating 

prediction accuracy would be higher.  

3.2.3 Genetic operators 

common operators are used in our genetic algorithm: 

selection, crossover (recombination) and mutation. We 

have not used other possible operators like migration, 

regrouping or colonization-extinction because, we have 

obtained satisfactory results using these three classical 

operators. features of our operators are as follows. 

Selection: fitness proportional selection is used for 

selection so that the selection probability of an individual 

depends on its fitness level. The selection probability of 

each string is calculated by Eq. (11): 





PS

C

LL

LL
LL

IU

IU
IU

1

C

c
c

),(f

),(f
1),(p

   (11) 

Where     
      denotes the value of fitness function 

for chromosome c, PS is the number of individuals in the 

population or population size and     
      denotes the 

selection probability of chromosome c. Since the sum of 

fitness in a population is constant, an individual with 

lower fitness )rating prediction accuracy) has larger 

probability to be chosen.  

Crossover: One-point crossover is used to produce 

offspring. The crossover probability is set to 0.9. This 

operator is implemented for each row of chromosome as 

presented in Fig. 1 (each latent feature weight) separately. 

Mutation: A single point mutation technique is used in 

order to introduce diversity. The mutation probability is 

set to 0.1. 

3.3 Recommendation 

After training the model, we use the optimized latent 

features weights to generate recommendations. The top-N 

materials with largest   
  

 are regarded as the top-N 

materials recommendations for learner x. Therefore, 

equation (9) gives us the recommendation score in the 

proposed latent-feature based method. Since similarity in 

this method is based on features of items and users, other 

than depending only on ratings of user, we hope this 

method alleviates sparsity problem.  

4. Implication 

Experiments are carried out for the evaluation of the 

proposed approach. In this section, we introduce the 

performance metrics and analyze the experiment results to 

evaluate the effectiveness of our proposed 

recommendation approach. 

4.1 Experiment environment and data set 

Learning records of a real-world dataset are applied in 

our experiments. The learning records dataset origins from 

the usage data of the course management system, Moodle
1
. 

Moodle is a free source e-learning software platform, also 

known as a Course Management System designed using 

pedagogical principles, to help educators by creating 

effective online learning communities. Moodle stores 

detailed records of students’ activities and the educator can 

access summarized reports about these activities according 

to the categories specified by the Moodle system. The 

summery of dataset is presented in Table 1. The used 

dataset contains 40445 lending records from 1980 learners 

on 2931 books where each record contains timestamp and 

rating information (as the ratio of certain lending time 

segment to maximum lending time segment). In order to 

increase the number of records in the test set as much as 

possible and to eliminate the effect of accidental factors, 

the top 60% access records of each learner in the ordered 

dataset are used as the training set and the remnant 40% 

access records are used as the test set. 

Table 1. The characteristics of the dataset used in the experiments 

Number of 

users 

Number of 

items 

Number of 

transactions 
Density 

1980 2931 40445 0.698% 

There are four approaches for evaluation of 

recommender systems including: a real environment, an 

evaluation environment, the logs of the system and a user 

simulator. By using an evaluation environment, we let a 

set of users to interact with the system over a period of 

time. In this approach, usually, the results are not reliable 

enough because the users often know the purpose of the 

evaluation. A few systems use simulated users to evaluate 

their performance. This approach can enable large-scale 

experiments to be implemented quickly repeatedly and 

perfectly controlled. However, the main drawback of this 

system is that it cannot simulate the real behavior of a 

user. Users are too complicated to predict and also their 

feelings, their emotions, and therefore, their actions 

change dynamically. Analysis of the log files of real users 

obtained in a real or evaluation environment is also a 

common technique for evaluation of recommender 

systems. In this method, the cross-validation technique is 

often used for evaluation of recommender system. Results 

obtained in a real environment with real users are the best 

way to evaluate a recommender system. But the main 

problem of the real and the evaluation environments is 

repetition of the experiments. Therefore, in this research 

we use log files of real environment that enables us to 

repeat the experiments and implement the cross-

validation technique. 

4.2 Evaluation metrics 

In this paper, the evaluation metrics of 

recommendation algorithm are divided into two 

categories:  

Classification Accuracy Metrics: these metrics 

assume the prediction process as a binary operation, either 

items are predicted (good) or not (bad). The precision and 
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the recall are the most popular metrics in this category. 

They have been used by various researchers [19,20]. 

When referring to recommender systems, the recall and 

precision can be defined by Eq. (12) and Eq. (13): 

fptp

tp


Recall      (12) 

fntp

tp
ecision


Pr     (13) 

Where tp stands for true positive, fp stands for false 

positive, and fn stands for false negative. The threshold 

for determining true positive is set to 3.5 meaning that if 

an item is rated 3.5 or higher, it is considered to be 

accepted by the user.  

Since increasing the size of the recommendation set 

leads to an increase in the recall but at the same time a 

decrease in the precision, we can use    measure [21,22] 

that is a well-known combination metric with the 

following Eq. (14): 
 

     
                

                
    (14) 

 

Predictive Accuracy Metrics: these metrics measure 

how close predicted ratings of the recommender system 

are to the true user ratings. We use the MAE, a statistical 

accuracy metric [23] in this category which is computed 

with the following Eq. (15): 

N

pr
MAE

Nx

x

i

x

i

x





 1     (15) 

Where   
  is the predicted rating for material i by 

learner x,   
  is real rating for material i by learner x, and N 

is the total number of learners. 

4.3 Parameters setting 

In the proposed feature-based recommendation 

method, we must run a set of experiments for adjusting 

parameters. The main parameters in GA comprise 

population size (PS), number of generations (NG), 

crossover probability (CP) and mutation probability (MP). 

Since the results of genetic algorithms have stochastic 

nature, we have developed the experiments in a way that 

each set of parameters has been run for 50 times to reach 

a reliable conclusion. In this stage, we consider number of 

recommendation, RN=20, number of latent features, K=8, 

minimum number of rating required for test learners, 

M=100 and the number of learner, N=800.  

Population size (PS): To be able to compare the effect 

of changing the initial size of the population on genetic 

algorithm efficiency and results, all of the parameters are 

fixed except the population. crossover probability would be 

set to (CP)=0.9 and mutation probability to (MP)=0.1. 

Generation numbers are chosen from 0 (initial generated 

data without running the algorithm) to 800 generations with 

the step size of 50 generations. The algorithm has been run 

50 times for each population size and each generation value. 

Fig. 2 shows the results. This Figure compares only the 

average of best found solutions (in population).  

 

Fig. 2. Performance of the proposed method with respect of population Size 

Results show that higher population size provides a 

high diversity and as a result, converging to better 

solutions happens sooner than smaller population sizes. 

On the other hand, higher population size needs more 

time for the algorithm to run. In this experiments, the 

population size of 20 lost diversity before reaching an 

acceptable solution. However, a population size of 200 

does not provide much benefit over the population size of 

100. Therefore, we will use a population size of 100 in 

our experiments. 

Mutation probability (MP) and crossover probability 

of (CP): The optimal values of crossover and mutation 

probabilities are problem specifics that often are obtained 

by trial and error. Table 2 indicates the amount of    for 

different value of MP and CP while NG=500, PS=100 

and other parameters are similar to the previous 

experiment. According to experiment, CP=0.9 and 

MP=0.1 lead to good result for our problems.  

Table 2. Performance of the proposed method with respect of MP and CP 

MP CP F1 

0 1 0.362 
0.05 0.95 0.375 

0.1 .9 0.381 

0.15 .085 0.379 
0.2 0.8 0.371 

0.3 0.7 0.368 

0.4 0.6 0.301 

A Final parameter that must be adjusted is number of 

latent features. Fig. 3 shows the results obtained for the 

feature based approach with different number of latent 

features while NG=500, PS=100, CP=0.9 and MP=0.1. It 

can be seen that the performance improves steadily with 

increasing the number of features. To have high 

efficiency in the computation, we set K=8. 

 

Fig. 3. Performance of the proposed method with respect of K 
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4.4 Comparative studies 

4.4.1 Comparison of proposed method with Other 

algorithms 

Table 3 presents a comparative study on 

recommendation quality between the proposed method 

and optimal state of five different algorithms in order to 

probabilistic recommendations: user-based CF using 

Pearson correlation with default voting (DV) [24], item-

based CF using adjusted cosine similarity [25], two 

hybrid recommendation algorithms used by Pazanni [26] 

and Melville et al. [27], the personality diagnosis 

algorithm [28]. Comparisons were produced for N=800 

learners with the average number of ratings equal to 100, 

M=80, CP=0.9, MP=0.1, NG=400 and PS=100.  

As can be seen, linear combination of the proposed 

method (feature based method) with item based 

recommendation method generates better 

recommendations than other algorithms. Unlike 

individual feature based or item based method, the 

weighted method applies the results which are generated 

from two methods together and generates more qualified 

recommendation results. 

Table 3. A comparison of prediction accuracy of various methods 

System Recall Precision F1 

Linear combination of FBR with item based 0.377 0.623 0.470 

FBR 0.373 0.583 0.447 

User-based with DV 0.354 0.561 0.434 
Item-based 0.321 0.53 0.400 

Pazzani [24] 0.3622 0.601 0.452 

Melville et al. [25] 0.373 0.619 0.465 
Personality diagnosis 0.353 0.602 0.445 

4.5 Performance evaluation for different 

sparsity levels 

To illustrate that the proposed method can alleviate 

the sparsity problem, we increased the sparsity level of 

the training set by dropping some randomly selected 

entries. However, we kept the test set unchanged for each 

sparse training set. The performance of the proposed 

method algorithm was compared with other algorithms. 

Fig. 4 shows that the performance does not degrade 

rapidly in the case of proposed algorithm. It is because; 

features of an item can still be used for finding similar 

items. Furthermore, this algorithm enriches item and user 

profiles with combining latent features in 

recommendation process. 

 

Fig. 4. Performance of algorithms under different sparsity levels 

5. Conclusions 

One of the most important applications of 

recommendation systems in the learning environment is 

personalization and recommendation of e-learning 

materials. However, since the repository of learning 

materials is very massive and these materials have several 

features, when applying the existing recommendation 

algorithms, there are some problems such as sparsity. To 

address sparsity problem and have better 

recommendations for learners, a hybrid recommender 

system is proposed to recommend learning items in users’ 

learning processes. The proposed method discovers and 

optimizes latent features by GA and generates 

recommendation using collaborative filtering. The 

experiment results show that the proposed approach 

performs better than traditional approaches in the terms of 

accuracy measures measurements and also can alleviate 

sparsity problem. The main contribution of this paper is 

improving the quality of recommendations and addressing 

sparsity problem by considering latent features. For future 

researches, we can combine latent features with observed 

features to make a hybrid recommendation approach. In 

addition, we can make a comparison between meta-

heuristic approaches for latent features optimization. 
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Abstract 
The disparity introduced between In-phase and Quadrature components in a digital communication system receiver 

known as I/Q imbalance is a prime objective within the employment of direct conversion architectures. It reduces the 

performance of channel estimation and causes to receive the data symbol with errors. This imbalance phenomenon, at its 

lowest still can result very serious signal distortions at the reception of an OFDM multi-carrier system. In this manuscript, 

an algorithm based on neural network scenario, is proposed that deploys both Long Training Symbols (LTS) as well as 

data symbols, to jointly estimate the channel and to compensate parameters that are damaged by I/Q imbalanced receiver. 

In this algorithm, we have a tradeoff between these parameters. I.e. when the minimum CG mean value is required, the 

minimum CG mean value could be chosen without others noticing it, but in usual case we have to take into account other 

parameters too, the limited values for the aimed parameters must be known. It uses the first iterations to train the system 

to reach the suitable value of GC without error floor. In this present article, it is assumed that the correlation between 

subcarriers is low and a few numbers of training and data symbols are used. The simulation results show that the 

proposed algorithm can compensate the high I/Q imbalance values and estimate channel frequency response more 

accurately compared with to date existing methods. 

 

Keywords: I/Q Imbalance; OFDM; Zero-IF; Direct Conversion; Neural Network; Channel Estimation, Frequency 

Selective Channel. 
 

 

1. Introduction 

Fig. 1 depicts a direct conversion receiver, normally 

called zero-IF architecture that is usually employed over 

an Orthogonal Frequency Division Multiplexing (OFDM) 

based wireless communication system. 

Fig.1. Generic model of an I/Q imbalance receiver 

The direct conversion is a suitable approach that is 

deployed to decrease the complexity of an OFDM 

receiver. The receiver I/Q imbalance are observed by 

imperfect matching of the employed analog components 

in the In-phase (I) and the Quadrature (Q) branches which 

normally extinguishes the performance of the OFDM 

system (Fig. 1). Hence, the estimation of such ambiguous 

parameters becomes an imperative necessity to digitally 

compensate I/Q imbalance behaviors for the design of a 

high performance receiver. Two sets of techniques are 

introduced in the previous published papers to estimate 

the I/Q imbalance process. The first technique is based 

upon the received training symbols [1-4]. Their method of 

deploying the received training symbols are not affected 

by mutual interference between the pairs of symmetric 

subcarriers. Indeed, within such approach, the single 

OFDM training symbols must be somehow modified. The 

second method proposed by [5] uses the uncorrelated 

transmitted subcarriers to provide a blind estimation. 

Since the adopted estimation technique is based on 

statistical analysis, a large number of received data 

symbols are required otherwise an error floor arises even 

at high SNRs. 

In [6], Traverso et al. introduced an algorithm that 

compensated I/Q-imbalance feature of the OFDM 

receivers and estimated the channel frequency response 

jointly. Their method deployed both training symbols and 

pilot symbols for the OFDM receiver to reach the system 

strongly against the high I/Q-imbalance feature and their 

proposed system require the two different LTS to estimate 
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imbalance parameters (     ) at the OFDM-receiver, but 

by employing the neural network the receiver could 

compensate the imbalance parameters deploying only one 

LTS to train the neural network. 

In this present article, it is assumed that the 

correlation between subcarriers is low and a few number 

of training and data symbols are used. The proposed 

system employs a neural network scheme to compensate 

the parameters of the high I/Q imbalance receiver with a 

high-order modulation and it is sensitive to I/Q 

imbalance characteristics. The proposed system employs 

uniform distribution function to estimate initial value of 

training phase of neural network and then using 

multilayer perceptron to parallel-process distribution to 

achieve suitable values of I/Q imbalance receiver. It 

deploys decision-directed scheme too, similar to the 

existing methods, to improve the performance of an 

OFDM receiver. 

2. I/Q Imbalance Receiver Model of an 

OFDM System 

Fig. 1 depicts an I/Q imbalance receiver due to a gain 

mismatch   and a phase mismatch ∅. The gain mismatch 

is produced by unequal gain in I and Q receiver branches. 

The phase mismatch is occurred by asynchronous 

oscillators that are employed in the receiver architecture. 

The I/Q imbalance parameters [1] can be written as: 
 

   [ 
  ∅   +  

  ∅   ] 2     (1) 

   [ 
  ∅     

  ∅   ] 2    (2) 
 

where  ∅  and    show the mismatch phase and gain 

parameters of RF in-phase branch respectively and ∅  

and    show the mismatch phase and gain parameters of 

RF quadrature-phase branch. In the proposed system, the 

received signal [12] is given as follows: 
 

  (n)    (n)    +    
 (n)   

    =    (n)  +    
     

 o        [      
 

  ]    (3) 

 

where   (n)is the received signal of     subcarrier at 

the n   symbol and         and         
   .    (n) 

      n      show the sender transmitted symbols, the 

Discrete Fourier Transform block size and the frequency 

response of transmission channel that are not damaged by 

imbalance receiver respectively. By using (3), the 

received symbols are formulated [6] as follows: 
 

    ×  ×       (4) 
 

Where 
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],     [
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  [
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  (n)

   
 (n)

]   (5) 

 

Note that,   
 and   

  are the conjugate of    and    

respectively. In this case, the frequency offset between 

local oscillators is not studied and it is assumed that its 

value is Negligible. Algorithms that are employed in [15], 

[5] can be used to cancel the effect of frequency offset in 

I/Q imbalance receivers. 

In this section, it is explained that when sender 

transmits two different Long length Training Symbols 

(LTS), to compensate the parameters of I/Q imbalance 

receiver and to estimate the frequency response of 

transmission channel together, are not impossible 

objectives. By dividing the received LTS (   ) by the 

corresponding LTS (   ) that is transmitted by sender, the 

estimate value of channel      can be calculated. Note that 

the received LTS (   ) and transmitted LTS (   ), both 

are known at the OFDM receiver. In this case,     and      

represent the powers of   and   respectively. By using 

(1), when sender transmits two LTSs that are different, 

two channel estimations   ( )  and   (2)  have to be 

available at the destination that are damaged by 

imbalance receiver. These channel estimations have linear 

relations [6] as follows: 
 

  ( )  
   ( )

   ( )
   +   ( )   

  (2)  
   ( )

   ( )
   +   (2)       (6) 

where    ( )      
 ( )    ( ) and   (2)   

    
 ( )

   
( )
 are 

parameters that the receiver has the knowledge of [17]. If 

the condition    defined by [6] is satisfied, by using the 

condition   +   
    and known parameters    and   , 

the frequency response of transmission channel [17] is 

calculated as follows: 
 

     +    
       (7) 

 

By using (7) and        , the I/Q imbalance 

parameters is obtainable [6] as follows: 
 

    
  

      
        (8) 

       
        (9) 

 

At first, the estimation value of channel response and 

parameters of imbalance receiver are calculated and then 

by employing the matrix    in (4), the transmitted data 

symbols are obtained. 

3. OFDM Standard Employ a Single LTS 

In many OFDM receivers, the LTSs are equal [6] and 

thus, the condition  [6] is not satisfied and previously 

adapted approaches are not suitable. In this part, a new 

algorithm is proposed to compensate the I/Q imbalance 

parameters by using the neural network with a single LTS 

as well as channel response and data symbols. 

In the proposed iterative algorithm, primarily, the 

   ̂parameter is estimated by using the neural network and 

the single LTS and then the    ̂ to estimate the channel 

frequency response and data symbols. 

 

http://en.wikipedia.org/wiki/Parallel_distributed_processing


 

Journal of Information Systems and Telecommunication, Vol. 2, No. 3, July-September 2014 147 

3.1 Algorithm with neural network 

The four following steps are performed to establish 

the neural network algorithm: 

1) Direct-decisions on data symbols: using the 

channel estimation    to estimate the sending data 

symbols    (n)  even in the absence of I/Q imbalance 

receiver. 

2) Estimation of the I/Q imbalance parameters 

  and      it is known that, the best case is when the    is 

unity and    is zero. Considering neural network scenario, 

   and    
 are as inputs to the network and    is defined 

as network output. 
 

 

 
 

 

 
 

 

 
 

 

 
 

 

 

 

Fig.2. The neural network schematic to compensate the     parameter 

  ̂  
  ̂

  ̂    
 ̂      (10) 

 

where    ̂is the imbalance parameter that is calculated 

by   ̂      
 ̂ . 

3) Compensate the data symbols of the proposed 

OFDM system: By using   and    that are estimated in 

step 2 and the invert form of the matrix    given in (4), 

the data symbols are obtained as follows:  
 

  ̂(n)  
  
 ̂  ( )   ̂   

 ( )

|  ̂|
 
 |  ̂|

     (11) 

 

4) Compensation of the channel estimation response: 

To estimate coefficients of channel response, the 

proposed algorithm employs independent LTS for each 

transmitted packet. To achieve this matter, in different 

bits and at different times the transmitted data and the 

received data are considered approximately independent. 

The estimate values     ̂ resulted from   ̂    ̂ +    
 ̂  are 

not good approximation for the following reasons;   ̂ is 

severely damaged by errors that occur in step 1 since 

there is no averaging over the frequency range. But, 

because the estimation values of I/Q imbalance 

parameters with neural network are reliable, the I/Q 

imbalance compensation of the rough channel estimation 

Ck provides a good estimation of    employing step 3: 
 

   
  
 ̂       ̂   

 

|  ̂|
 
 |  ̂|

       (12) 

 

After four steps are performed, (4) can be written as 

follows: 
 

[
   ̂(n)

    
 ̂ (n)

]    ̂
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  (n)

   
 (n)

]  (13) 

 

where   ̂ is the estimation compensation matrix of the 

I/Q imbalance receiver. If the estimation compensation of 

the I/Q imbalance parameters is perfect, then      ̂
  
   

would be the identity matrix. Therefore, the data symbol 

and I/Q imbalance matrix are perfectly compensated. 

However, in most cases, the hard decision is erroneous, so 

the algorithm estimates I/Q imbalance parameters 

imperfectly. From   +   
    and   ̂ +   

 ̂   , it 

follows that after using the neural network by some hidden 

layers. And, using the    and    
  as inputs to the network 

as well as    is defined as network output, the value of 

  ̂would be compensated and    ̂(n)      (n) can be 

used as the compensated data symbol at the receiver. 

4. Simulation Results 

In this section, the performance of the proposed 

algorithm is assessed in terms of compensation and the 

performance enhancement of the I/Q imbalance receiver 

and channel estimation. The data subcarriers of the 

system are modulated by a 64-QAM (Quadrature 

Amplitude Modulation). For each transmitted packet an 

independent channel realization of the Channel C [14], is 

assumed. The curves are the result of averaging over 100 

received packets by I/Q imbalance receiver in the direct 

conversion OFDM system.  

The algorithms have three parameters: the number of 

iterations i , the number of data symbols    and the 

Conversion Gain (CG) mean value. In this algorithm, we 

have a tradeoff between these parameters. I.e. when the 

minimum CG mean value is required and the other 

parameters are not important, the minimum CG mean 

value could be chosen without others noticing it, but in 

usual case we have to take into account other parameters 

too, the limited values for the aimed parameters must be 

known. 

A good criterion to choose these parameters is 

minimize the number of iterations i  with suitable value of 

the conversion gain defined as the power of the undesired 

complex down-conversion divided by the power of the 

desired complex down-conversion [12].The conversion 

gain of the compensated signal after the i  iteration [6] is 

defined by: 

       |
  ̂ 
  ̂ 
|
 

     (14) 

 

where   ̂ and   ̂ are the remaining I/Q imbalance 

parameters after using neural network in the i  iteration. 

This system is used under condition that the packet error 

rate does not exceed    ,  

𝛼𝑘 

Input layer 

Output layer 

Hidden layer 

⋮ 

𝐾  

𝛽𝑘
 
 
 ⋮ 
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Fig.3. The conversion gain means versus the number of iterations for 

different values of   using the neural network 

In the case that the energy per bit to noise ratio 

(      ) is 25 dB, for the system without I/Q imbalance, 

the uncoded BER is 2 ×      (Fig. 5). Hence, we have to 

define the optimal number of data symbols     
iterations i and the conversion gain for the compensated 

signal at       2  dB. 

4.1 System performance 

The parameters that are chosen to perform I/Q 

imbalance conversion are  ∅               1.5 and 

∅    
 . Fig. 3 shows the mean of       versus the 

number of iterations for different values of   where 

   1.5 and ∅    
 with        2  dB deploying 

neural network. The          is defined as the 

conversion gain of the uncompensated data symbols. Fig. 

3 shows both approaches, the Traverso et al. [6] approach 

and the approach employed here, to decrease the GC. As 

Fig. 3 shows the curves for the approach where the 

system uses data from the fifth iteration to train the 

network and then uses the trained network to decrease the 

GC, to reach to a suitable GC without limitation. The best 

tradeoff between complexity and performance is also 

obtained for i     and       . Fig. 4 shows the mean 

of        versus the number of iterations for      and 

for different values of I/Q imbalance parameters. All 

curves show that as I/Q imbalance parameter values are 

increased, the absolute value of GC is decreased. 

 

Fig.4. The conversion gain mean versus the number of iterations for 

different values of I/Q imbalance parameters with neural network. 

Fig. 5 compares the performance of the mentioned 

algorithm with the performance of a system with no I/Q 

imbalance as well as the performance of a system with 

I/Q imbalance but without any compensation mechanism 

with the uncoded BER curves versus        for        
∅          ,    1.5 and ∅    

 . 

 

Fig.5. The uncoded BER performance for the receiver with no compensation, 

for the receiver using the proposed algorithm and for the receiver with no I/Q 
imbalance, as well as the receiver employed by [6] for comparison 

As Fig. 5 shows, the BER of the proposed algorithm is 

very close to the BER curve of a system without I/Q 

imbalance even for high I/Q imbalance. 

5. Conclusions 

As it is known, it is impossible to match   and 

  branches at the OFDM receiver in the analog domain 

perfectly. The I/Q imbalance affects the receiver 

performance. It reduces the performance of channel 

estimation and causes to receive the data symbol with 

errors. We propose an algorithm with neural network for 

joint channel estimation and I/Q imbalance compensation 

in OFDM receivers. The proposed algorithm uses the 

training and data received OFDM symbols in a decision-

directed scheme. It provides a good improvement in the 

performance of I/Q imbalance receiver. It uses the first 

iterations to train the system to reach the suitable value of 

GC without error floor.  

Furthermore, to employ the proposed system over a 

time-varying multipath channel, a memory device of 

about 100Mbytes which are commonly available in 

today’s systems, is required to save few number of 

received data bits for such a neural network evaluations.  
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Abstract 
The superiority of multiple-input multiple-output (MIMO) radars over conventional radars has been recently shown in 

many aspects. These radars consist of many transmitters and receivers located far from each other. In this scenario, the 

MIMO radar is able to observe the targets from different directions. One of the advantages of these radars is exploitation 

of Doppler frequencies from different transmitter-target-receiver paths. The extracted Doppler frequencies can be used for 

estimation of target velocity vector so that, the radar can be able to track the targets by use of its velocity vector with 

reasonable accuracy. In this paper, two different processing systems are considered for MIMO radars. First one is the 

pulse Doppler system, and the second one is continuous wave (CW) system without range processing. The measurement 

of the velocity vector of the target and its counterpart errors are taken into account. Also, the extended Kalman target 

tracking by using its velocity vector is considered. Besides, its performance is compared with those of MIMO target 

tracking without using the velocity vector and conventional radars. The simulation results show that the MIMO radars 

using velocity vector have superior performance over other above-mentioned radars in fast maneuvering target tracking. 

Since the range processing is ignored in CW MIMO radar systems, the complexity of this system is much lower than that 

of Pulse Doppler MIMO radar system, but has lower performance in tracking fast maneuvering target. 

 

Keywords: MIMO Radar; Continuous Wave Radar; Pulse-Doppler Radar; Extended Kalman Filter; Target Tracking; 

Velocity Vector. 
 

 

1. Introduction to MIMO Radar Systems 

While the idea of Multistatic Radar is not new, 

Multiple Input Multiple Output (MIMO) radar is very 

different from it in some aspects. In design of detectors in 

MIMO radar, it is desired to estimate unknown 

parameters, such as Radar Cross-Section (RCS), as a part 

of detection algorithm [1, 2]. One of the specifications of 

MIMO radars is that the transmitted signals should be 

orthogonal or highly uncorrelated. We consider two 

different orthogonal signals for two different MIMO radar 

systems. The different carrier frequencies with arbitrary 

narrowband modulations are good candidate for CW radar 

systems. On the other hand, the Direct Sequence (DS) 

signaling can be a good candidate in pulse Doppler radars 

due to its security and easy implementation.  

The various properties of DS codes have discussed in 

many references, for example [3]. The length of desired DS 

code depends on hardware capabilities. It is clear that more 

processing gain can be attained with longer DS code, but its 

implementation constraints the code length from being long. 

These codes are good candidate for Pulse-Doppler radars 

so that, each pulse is multiplied in special code sequence 

and then transmits. Figure 1 shows a block diagram of 

typical pulse Doppler MIMO radar. In this configuration it 

is shown that the signal of each transmitter can be 

separated in each receiver by passing the signal from match 

filter banks. After integrating K pulses, the intended signals 

are passed from FFT block and finally they arrive to 

detection and Doppler estimation unit. In this unit, the 

target is detected in the cell of under test so that, the 

location and its various Doppler frequencies are extracted, 

too. The output of this block which consists of the 

estimated target location passes through the extended 

Kalman filter in order to track the target.  

The main contribution of this paper compared to 

previous works is to use the velocity vector in fast target 

tracking for two different MIMO radar systems. The 

velocity vector is obtained from various Doppler 

frequencies extracted from different transmitter-target-

receiver paths. We will show that target tracking using 

velocity vector outperform that of conventional target 

tracking in MIMO radar systems especially in tracking 

fast maneuvering target.  

In Figure 1, it is assumed that the MIMO radar consists 

of 2 Transmitters (TXs) and 2 Receivers (RXs) which are 

located at different positions. The transmitted waveform 

consists of two orthogonal signals as C1 and C2 (two DS 

codes) so that, these signals can be separated in each 

receiver easily by use of orthogonal property. Thus, every 

receiver can be able to extract two transmitted signals, 

appropriately. Hence, this configuration is equal to four 

virtual Bistatic Radars [2]. According to figure 1, the 

received signals from four virtual radars are processed in 

central processing unit. In this architecture, the task of 
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control unit is to inform the exact frequency and timing of 

each TX to each RX, so it uses a pulse amplifier in TXs 

and accurate frequency synthesizer in both TXs 

implemented in each coherent pulse interval.  

The operation of CW MIMO radar is somewhat 

different from Figure 1. In this system, it is assumed that 

the separation among carrier frequencies is sufficiently 

large so that the received signals from different 

transmitters are extracted easily. Then, the Doppler 

processing will be done on each extracted signal. In this 

paper, it is assumed that the CW MIMO radar does not 

have the range processing, thus the system complexity is 

much lower compared to pulse Doppler MIMO radar 

system. Furthermore, CW MIMO radar does not need 

synchronization among receivers and transmitters. The 

localization in this system is done based on transmit and 

receive angles.  

In [4], the superiority of target tracking in MIMO 

radar compared to conventional and phased array radar is 

taken into account. Its authors use the maximum 

likelihood estimator for target location and velocity, but 

they have not considered the effect of Doppler 

frequencies estimation in target tracking. Target 

localization for MIMO radar using Doppler frequencies is 

considered in [5] and [6], but they use grid search method 

to find target location which has high computational cost.  

Our paper tries to show the superiority of MIMO radars 

over conventional and bistatic radars in fast manoeuvring 

target tracking by using velocity vector. The paper is 

organized as follows: the signal processing in MIMO 

radar is discussed in section 2. In section 3 the relation 

between target velocity and its various Dopplers are 

considered. Target tracking using extended Kalman filter 

is devoted in section 4. The simulation is run in section 5 

to show that the performance of proposed processing 

algorithm in MIMO radar against conventional methods 

and finally, the paper ends with conclusions. 
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Fig. 1. Configuration of pulse Doppler MIMO Radar 

 

2. Signal Processing in MIMO Radar Systems 

The extraction of various Doppler frequencies of 

target from different paths between TXs-target-RXs with 

proper accuracy is one of the important aims of signal 

processing in MIMO radar. These Doppler frequencies 

are used in velocity vector calculation in section 3. This 

paper considers two different types of systems; the pulse-

Doppler MIMO radar, and CW MIMO radar. We explain 

these two systems in following subsections. 

2.1 Signal model for pulse Doppler MIMO radar 

One of the good specifications of the pulse-Doppler 

system is its capability to obtain various Doppler 

frequencies of target. It means that pulse Doppler radars are 

good candidate to attain Doppler frequencies without any 

ambiguity. In these radars, the Doppler spectrum is periodic 

with a period equal to the Pulse Repetition Frequency (PRF) 

where, only the main period   
   

 
  

   

 
  is needed [7]. The 

receiver's noise is considered to be uniformly distributed 

over the whole spectrum. Clutter occupies a portion of 

spectrum which contains only low frequencies around the 
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DC. Therefore, Doppler processing can be used to 

separate the target and clutter signals in the frequency 

domain. In order to obtain the sign of Doppler (plus or 

minus), two channel I & Q are used. The transmitted 

signals from TX1 and TX2 are considered as: 
 

    √
 

  
     (     )

    √
 

  
     (     )

   (1) 

 

where C1 and C2 are two DS codes,  

‖  ‖
   ,

 
‖  ‖

   ,    , is carrier frequency and E/2 is 

the energy of singnal, and    is pulse duration. The 

received signals in RX1 and RX2 can be written as: 
 

       √
 

  
      (    (     ( )))                        
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       √
 

  
      (    (     ( )))                        

    √
 

  
      (    (     ( )))    ( )
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where,              models target fluctuations and 

assumed to be random variable with uniform distribution, 

  ( )       is the additive white Gaussian noise, i.e, 

   (    
 ),    ( )            , is equal to delay of echo 

signals of different paths.  

Delay of   can be modelled in various types, but linear 

model is one of the practical models. Linear model of 

delay can be described as [8]: 
 

   ( )     
   ( )    ( )

 
                                     

    
   ( )    ( )

 
              

 (3) 

 

where,    is initial delay,    ( ) is the radial velocity 

between TXs and target,    ( )  is the radial velocity 

between RXs and target and C is the velocity of wave.  

As shown in figure 1, the K echo pulses from target 

integrated in the buffer and are then fed to the FFT block. 

Therefore, the spectrum of the signal including the 

Doppler frequencies of the target can be exploited. 

2.2 Signal model for CW MIMO radar 

In this system, it is assumed that the transmitted 

signals are the different carrier frequencies with arbitrary 

narrowband modulations. Therefore, the transmitted 

signal from two TX1 and TX2 are considered as: 
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where A1(t) and A2(t) are arbitrary narrowband 

modulations with 
 

  
∫ |  ( )|
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,    and    are carrier frequencies 

and     is the energy of signal, and    is time duration 

for signal processing. The received signals in RX1 and 

RX2 can be written as: 
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These two signals are passed through the band pass 

filters which their center frequencies are    and   . 

Therefore, the received signals from different transmitters 

are extracted easily. The Doppler frequency of each 

extracted signal can be obtained by FFT processing. 

3. Relation between Target Velocity and 

Various Doppler Frequencies 

The locations of TX, RX and target for a typical 

scenario for bistatic radar in which 1 transmitter and 1 

receiver located far from each other are shown in figure 2. 

The imposed Doppler frequency at receiver can be 

calculated as follows [9]: 
 

   
  

 
(         )  

  

 
(         )  (6) 

 

where,   is the wavelength of transmitted signal, 

   and    are the elements of velocity vector in direction 

of Y axis and X axis, respectively. 
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Fig. 2. A typical scenario for bistatic radar.  

Now, we extend (6) for MIMO radar in which more 

than one transmitter and receiver exist. The MIMO radar 

that consists of M TXs and N RXs has MN various 

Doppler frequencies that can be obtained as follows: 
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Thus, the least square solution of velocity vector of 

target is abstained as: 
 

  (   )          (8) 
 

where,          is velocity vector, and 

              is Doppler vector. The matrix   is 

defined as follows: 
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] (9) 

 

The obtaining target velocity vector can be used in 

target tracking, where is discussed in next section.  

The error due to velocity vector computation is a 

function of three elements: 

1. Error of location estimation. 

2. Error of Doppler estimation. 

3. Target position with respect to RXs and TXs 

positions. 

Error of location estimation: Because    and    are a 

function of target position, computation of sine and cosine 

of    and    are influence of this error.  

Error of Doppler estimation: This error is due to FFT 

resolution. The interpolation or other such techniques can 

be used in order to decrease this undesired effect. 

Target position with respect to RXs and TXs positions: The 

final error of velocity vector influenced with this error severely. 

In section 5, this effect will be discussed in more details. 

4. Target Tracking by Extended Kalman Filter 

Kalman filter is a method that recursively minimizes 

the mean squared error. The important advantage of 

Kalman filter against other prediction methods is that, it 

considers the observation noise in its model [10]. This 

subject is important in target tracking because of 

observation noise that exists in manoeuvring target [11]. 

Since Kalman filter considers process noise, it has better 

performance than other methods practically. We use 

extended Kalman filter in both pulse Doppler and CW 

MIMO radar systems due to the nonlinearity of 

observation equations. 

4.1 Target tracking in pulse Doppler MIMO radar 

The observation equations in pulse Doppler MIMO 

radar are range estimates       and bearing estimates 

      of ith receiver which are derived as following: 
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 )  (       
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Where (         ) is the position of target at time n, 

and (  
    

 )  is the position of ith receiver. Now, we 

choose the signal vector to be the target position and 

velocity components: 
 

                            (11) 
 

In general terms the observation equation is: 
 

      (    )          (12) 
 

where      is estimation error (or measurement noise) 

assumed to be Normal distribution with zero mean and 

covariance matrix: 
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     and  (    ) for pulse Doppler MIMO Radar are 

obtained as:  
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The extended Kalman filter process is given in Table I [12].  

The measurement matrix H is calculated as shown in 

(16). The process noise is assumed to be Normal 

distribution with zero mean and modified covariance 

matrix [13] as follows: 
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where T is sampling time, and q is a constant coefficient.  

For considered model, the state transient matrix A can 

be given as: 
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]    (18) 

 

The estimation of vectors velocity,    and   , by 

estimation of different Doppler frequencies is one of the 

main specifications of MIMO radar. Thus, the extended 
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Kalman filter that is used in this type of radar consists of 

two inputs: positions (     )  and velocity (     ) . In 

order to demonstrate the fair comparison between MIMO 

radar and conventional radar in target tracking, we 

simulate them in the same condition. We show that the 

MIMO radar has better performance in target tracking 

against the conventional radars when it uses velocity 

vector in tracking filter. It should be noted that in 

conventional radars there is not target velocity in 

directions X and Y in order to estimate target position. 

Table 1. Extended Kalman Filter Process 

Initialization 
 

1-                            

2-          
 

For                

a)   ̂  |       ̂    |     

b)    |           |         

c)         |         (         |         )   

d)   ̂  |    ̂  |         (      ( ̂  |    )) 

e)    |   (          )   |     

4.2 Target tracking in CW MIMO radar 

The observation equations in CW MIMO radar are 

transmit angle estimates       of jth transmitter and bearing 

estimates       of ith receiver which are derived as following: 
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Where (         ) is the position of target at time n, 

and (  
    

 )  and (  
    

 )  are the positions of jth 

transmitter and ith receiver, respectively. The signal 

vector and the observation equation are the same as (11) 

and (12), respectively. The covariance matrix of 

measurement noise is considered as: 
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])    ([ 222222

11 VyVxNM RRdiag   C   (20) 

 

p[n] and h(s[n]) for CW MIMO Radar are obtained as:  
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  (22) 

 

The measurement matrix H for CW MIMO radar is 

calculated as shown in (23). 

5. Simulation and Results 

Different configurations are proposed for RXs and 

TXs of MIMO radar in [14]. In this paper, we consider 

two different configurations for two different MIMO 

radar systems as in following subsections. 

5.1 Pulse Doppler MIMO radar 

For pulse Doppler MIMO radar, it is assumed that TXs 

are omni-directional and RXs are directional with stacked 

beam. By using of stacked beams that is processed digitally, 

it is possible to search the whole surveillance area 

simultaneously. In this case, the search time is substantially 

reduced, but the computational burden is so high.  

The range cell of the proposed MIMO radar with two 

TXs, two RXs and the target trajectory are shown in 

Figure 3. 

 

Fig.3. Configuration of Proposed pulse Doppler MIMO Radar 

In pulse Doppler MIMO radar configuration, each 

range cell does not have any symmetric shape. Because it 

is obtained by subscription of several range cells that lead 

to smaller range cell. The parameters of system under 

simulation are considered as follows: 

 
 

                              
                        

 

Where   ,    and    are carrier frequency, chip duty 

and code length, respectively. Also    ,    and     are 

pulse repetition frequency, number of integrated pulses 

and duty cycle, respectively. The carrier frequency and 

PRF are determined such a manner that there is not any 

ambiguity in Doppler and range calculation. We assume 

the maximum radial velocity is 800m/s, so that the 

maximum Doppler frequency will be 4kHz. In order to 

eliminate ambiguity in Doppler calculation, the PRF can 

be chosen 8 kHz. The number of integrated pulses is 

considered to be 128. Thus, in Doppler frequency 

spectrum computation, the FFT with 128 point can be used.  

In this paper it is assumed that the target has fast 

maneuvering movement equations as follows: 
 

                  (   ) (   )
 

                  (   ) (   )
  (24) 

 

 

Fig. 4. Signals after FFT Computation 

 

Fig. 5. The Path of moving target from the surveillance area of MIMO radar 

 

Fig. 6. RMS error of Velocity 

The received signals after passing through matched 

filter and FFT block in RX1 and RX2 are shown in Figure 
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4. In this case, the signals are in frequency domain so that 

the Doppler frequencies of different paths can be obtained.  

From Figure 4 it is observed that each TX-target-RX 

paths have different Doppler frequencies. It should be 

noted that the different amplitude of spectrum between 

channels is due to RCS fluctuations of target in which is 

considered in simulation. 

In order to show the effect of target position relative to 

TX and RX antennas, we consider the target manoeuvre 

as Figure 5. In this case, the best target position relative to 

TX and RX antennas is obtained by minimum RMS in 

estimation of target velocity. 

The RMS error of velocity is depicted in Figure 6. It is 

shown that when the target is located between RXs and 

TXs, the RMS error is less than other positions. This is 

due to the MIMO radar capability in different Doppler 

observation of target lead to target velocity be estimated 

accurately. As a result, The MIMO radar has its best 

performance when the target located between RXs and 

TXs antennas. After estimation the target velocity, it is 

possible to track the target by using of extended Kalman 

filter, accurately. 

It should be noted that, we considered fast 

manoeuvring targets in target tracking to show that the 

MIMO radar outperforms in this scenarios. The initial 

conditions for extended Kalman filter are considered as 

follows:  
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Target position estimations for extended Kalman filter 

in MIMO radar with and without using velocity vector 

and in conventional radar are demonstrated in Figures 7, 8, 

and 9, respectively. Clearly, it is observed that the 

designed extended Kalman filter by using velocity vector 

in MIMO radar has good performance in target tracking, 

but in the other cases, the result is not acceptable. 

 

Fig. 7. Location Estimation in pulse Doppler MIMO Radar using 

velocity vector 

 

Fig. 8. Location Estimation in pulse Doppler MIMO Radar without 
using velocity vector 

 

Fig. 9. Location Estimation in Conventional pulse Doppler Radar 

The RMS error of target position for standard 

deviation of measurement noise    
    

     and 

   
    

       , is shown in Figure 10. As observed 

from Figure 10, in conventional pulse Doppler radar, the 

RMS error decreases to 26m, and in pulse Doppler 

MIMO radar without using velocity vector it decreases to 

19m but in pulse Doppler MIMO radar using velocity 

vector it decreases to 6m (Figure 10). 

 

Fig. 10. RMS Error of Location Estimation 

In figure 10, we see that the proposed method 

converges with more delay respect to the other methods. 

The reason is that in other methods we estimate the target 

velocity by obtaining difference between new and old 

estimated target positions and then divide by the sampling 

time. Due to the big difference between initial position 
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and estimated position at beginning, the value of velocity 

is big and causes the curve converges quickly. But in our 

method, target velocity is estimated by Doppler method, 

so its value is close to target velocity and it converges 

with more delay. To solve this problem, we can start 

tracking without using target velocity at several initial 

steps, then use target velocity vector in tracking filter. 

5.2 CW MIMO radar 

For CW MIMO radar, it is assumed that both TXs and 

RXs are directional. In this case, the angle of transmitted 

signal to target and received signals from target will be 

estimated. Then, EKF will track the target by using these 

angles and velocity vector. As mentioned in introduction, there 

is no range processing in this system, therefore the complexity 

of this system is much lower than MIMO radar system. 

We compare this system with CW bistatic radar in 

which the angle of transmitted and received signal take part 

in EKF. Similar to CW MIMO radar, it is assumed that 

there is no range processing in CW bistatic radar. It should 

be noted that in bistatic radars, we cannot estimate target 

velocity in directions X and Y because there is only one 

equation, and two unknowns in (5). Therefore, this equation 

is underdetermined, and does not have unique solution. 

Since the range processing is ignored in CW MIMO radar 

systems, they cannot track fast manoeuvring target as pulse 

Doppler MIMO radars can do. Therefore, we reduce the 

acceleration of target in movement equations as following: 
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                  (     ) (     )
 (29) 

 

The initial conditions for extended Kalman filter are 

considered as follows:  
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Fig. 11. RMS Error of Location Estimation 

Figure 11 shows the RMS position error of different 

CW radars. For CW MIMO radar using velocity vector, 

we start tracking without using target velocity at 100 

initial steps, then use target velocity vector in tracking 

filter. It makes this method converge with less delay. As 

seen in this figure, in CW bistatic radar, the RMS error 

decreases to 325m, and in CW MIMO radar without using 

velocity vector it decreases to 180m but in CW MIMO 

radar using velocity vector it decreases to 30m. 

The above results show the superiority of MIMO radar in 

target tracking against to conventional radar when it uses 

velocity vector in tracking filter. The MIMO radar can reach to 

lower RMS error and track the target accurately when it uses 

velocity vector which is extracted from Doppler processing, 

and it is only possible in MIMO Radar with widely separated 

antenna. By using velocity vector in tracking, extended 

Kalman filter is able to track fast manoeuvring target. 

6. Conclusions 

In this paper, the problem of target tracking in MIMO 

radar by using velocity vector is considered. Also, two 

different types of processing system are taken into account; 

first on was pulse Doppler system, and the other was CW 

system. The result that is taken in simulations shows that 

target tracking by MIMO radar using target velocity is 

more accurate than that without using velocity vector in 

MIMO and conventional radar. Because of the MIMO 

radar capability to exploit the different Doppler frequencies 

of target, it can be able to estimate the velocity vector of 

target. By using of this vector and location of target, the 

radar can be able to track the target accurately. Also, the 

proposed MIMO radar with CW system without rang 

processing has lower performance in tracking fast 

maneuvering targets compared to pulse Doppler system 

which exploits range processing in target tracking.  
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Abstract 
This paper presents the method for detection and tracking airplanes which can be observed visually in low distances from 

sensors. They are used widely for some reasons such as military or unmanned aerial vehicle (UAV) because of their 

ability to hide from radar signals; however they can be detected and viewed by human eyes. Vision based methods are 

low cost and robust against jamming signals. Therefore, it is mandatory to have some visual approaches to detect 

airplanes. By this way, we propose spectral density for airplane detection and KLT algorithm for tracking. This approach 

is a hybrid of two distinct methods which have been presented by researchers and used widely in detection or tracking 

specific objects. To have accurate detection, image intensity would be adjusted adaptively. Correct detected airplanes 

would be achievable by eliminating some long optical flow trajectory in image frames. The proposed method would be 

analyzed and evaluated by comparison with state of the art approaches. The experimental results show the power of our 

approach in detection of multiple airplanes unless they become too small in presence of other objects and multiple 

airplanes. We make some test by implementing our approach on an useful database presented by some researchers. 

 

Keywords: Airplane Detection; Spectral Density; KLT Method; Adaptive Image Adjusting. 
 

 

1. Introduction 

Nowadays visual aircraft detection is one of the 

interesting subjects in image processing projects because 

of the wide usage of low distance and low altitude 

airplanes. These kinds of airplanes are applied in military 

purposes, airplane industries and training. Unmanned 

Aerial Vehicle (UAV) is used for espy, mapping, taking 

picture, etc. and is utilized by many countries. Since 

keeping borders against unwanted imposition, study of 

constructed airplanes and monitoring their behaviors are 

necessary for industries and governments, many 

researchers spend their time on some subjects such as 

visual approach. The means of Visual approach are 

tracking and detection by some sensors which work as 

like as eyes, such as cameras. Images must be processed, 

analyzed and utilized by image processing and computer 

vision techniques. By this way, we can have some 

information about the object. 

In this paper, spectral residual of image is applied to 

extract salient regions that indicate the most plausible 

regions of objects. Since the purpose of the paper is to 

track airplanes in sky we need to search for airplane 

features and track them. Blob analysis is common in 

tracking and is used for objects detection and clustering in 

video frames. Blobs are commonly extracted by 

morphological approaches that utilized in some 

researches such as [1]. In this research, blobs are 

extracted from salient regions extracted from spectral 

residual and analyzed by their aspect ratio. All of the 

probable regions for airplane existence are extracted and 

used for tracking by famous KLT (Kanade-Lucas-

Tomasi) algorithm that has been discussed in [2]. All of 

the good features for tracking are extracted and tracked by 

KLT method and followed frame by frame in video 

sequence. The detection procedure, spectral density 

extraction and blob analysis, is repeated every 7 frame to 

find new airplanes and remove unwanted events because 

of noise, clouds, birds, etc. The diagram of the proposed 

approach was illustrated in Fig. 1. 

We made a wide range of experiments and evaluated 

the method by comparing with state of the art method. For 

this reason, the aircraft database presented in [3] was used 

for experiments and comparisons.  

The rest of the paper is summarized as follow. In the 

next subsection; related works, some methods are 

presented discussed before for detection and aircraft 

tracking. Section 2 is about proposed approach. 

Experimental Results are presented in section 3. The final 

section summarizes overall discussion. 
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1.1 Related work 

In literature, there are researches about tracking that state of 

the art survey has been reported in [4]. The common step for 

tracking is feature selection that has been received a lot of 

attention by researchers. Common features which are used for 

visual tracking are color, edges, optical flow, SIFT, HOG, and 

texture. In [5] edges were used for tracking. SIFT and HOG 

feature are described for object detection in [6,7] and were used 

by authors in [8,9] for tracking. Optical flow presented in [10] is 

very popular for tracking and has been proposed as the main 

feature for tracking in some literatures such as [11].  

 

Fig. 1. Diagram of proposed approach. 

Object detection is one of the basic concepts that can 

be introduced through tracking task. In this case the 

object is detected and localized in images. There are some 

researches in object detection that human detection and 

tracking is the main purpose of the authors [12]. In this 

case, HOG features were proposed with SVM classifier 

for human or pedestrian detection. In [13] color was 

proposed for face detection and tracking.  

Airplane is favorite object that researchers pay attention 

on it. Radar signal cannot detect some low altitude flying 

objects but they can be observed by human eyes and tracked. 

Therefore, some visual approaches need to be investigated 

for tracking. In [9] optical flow discussed for image 

registration in stereo vision applications. Optical flow has a 

lot of application in tracking. In [2] a method has been 

described by authors, KLT, that optimizes the performance 

of optical flow. KLT uses good features for tracking 

extracted from corners. KLT method was used for tracking 

in [3]. Although optical flow and KLT method is good for 

tracking tasks, object tracking remains challenging when we 

face some unwanted events such as camera movements and 

illumination changes. Based on some efforts to overcome 

these failures, some techniques such as histogram 

equalization have been presented. Kalman Filter is a 

searching tool that has been presented to predict the interest 

object in video frame and has been used in [15]. However 

Kalman filter can detect and predict the object, it can be used 

for one target or object and will fail to track multiple objects. 

Mean Shift searching is a clustering algorithm which was 

proposed for tracking the interest object in [16]. The most 

problem in mean-shift algorithm is the time consuming 

process for clustering in each frame. Furthermore, the 

algorithm will be failed in presence of multiple objects near 

each other. Thus, blob analysis that is derived from 

background reduction and morphological processes is more 

common [1]. Occlusions are uninteresting events that make 

tracking tasks too challenging, because, two or more objects 

will be counted as just one object. To have an accurate 

tracking and detection some patch based approaches have 

been suggested in [12]. Patches establish a dictionary or 

codebook that contains object features. This bag of features 

is classified and used for feature matching and searching. In 

some works, researchers’ aims are to detect targets from 

aerial vehicles. In this case they are looking for interest 

objects by template matching [12]. The model of the object 

which has been stored is used for matching.  

When all is said and done, there are some challenging 

events in tracking such as image blurring coming from camera 

movements, occlusion, luminance changes, and changing 

colors in different frames that researchers present techniques to 

compensate these flaws. In this paper an approach is tried to be 

presented to have a robust airplane detection and tracking. 

2. Proposed Approach Steps 

The aim of this section is to provide the proposed 

algorithm to detect and track airplanes visually in some 

steps. During the detection process we need to 

compensate unwanted events such as noise, occlusion and 

false positives to have an accurate detection. This section 

is divided in 3 subsections to cover authors’ concept. 

2.1 Preprocessing 

The first step in most image processing and computer vision 

tasks is preprocessing. It is concluded with image enhancement, 

color transformation, image adjusting, filtering, etc. that prepares 

the image for further processes. In this paper we present an 

adaptive image adjusting that separate image objects based on 

their intensities. To remove noise from image median filter is 

applied and the resulting image would be sent to next step.  

 

Fig. 2. Histograms of adjusted image. a) Gray scale original image,  

b) adjusted image, c) histogram of the gray scale original image,  

d) histogram of adjusted image 
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Image adjusting is stretching the desired range of 

image intensity histogram to new area or rang to highlight 

interesting regions and objects. Adaptive adjusting is 

proposed to achieve a good result in video frames. For 

this reason histogram of image intensity is extracted in 

each frame. Since airplanes in sky occupy a small part of 

images, airplane intensities cover small fraction of image. 

By this way, the histogram of the image contains with 

large amount of sky intensities and small amount for 

airplanes. Image adjusting would be useful for further 

process to segment airplane from background. As we 

know, airplanes are observed in sky with different 

intensities or color from background. By adjusting the 

image, the intensities of airplane would be distributed 

during all of the intensity range, [0 255], and rest of them 

will be concatenated in 255 or 0. If background intensity 

be higher than desired range they move to 255 otherwise 

they move to 0. Fig. 2 shows the histograms of the images 

intensities. This figure illustrates the original image in 

gray scale (a), adjusted image (b), histogram of gray scale 

(c) and histogram of adjusted images (d). As we can see 

from the figure, airplane has been bolded in adjusted 

image and background has been removed.  

In most of the images some unwanted objects would 

be extracted. Noise causes these events. Although image 

adjusting shifts noise intensity to undesired range, some 

of them have intensities in the range of airplane intensities 

and would be appeared in image. According to speckle or 

salt and pepper noises in video images, median filter has a 

good performance for noise reduction. Therefore, in this 

paper two dimensions median filter is implemented to 

remove noises.  

2.2 Spectral residual 

The aim of the object detection is to find interest 

object and extract it from background. There are 

researches in object detection which use particular feature 

of targets such as edges [17], local appearance [18], etc. 

Since extracting these kinds of features is time consuming 

in video processing and training stage is needed to train 

object’s information, general purpose saliency detection is 

required. Saliency detection is presented in this paper 

based on the efforts of Hou et al [19]. In [19] log 

spectrum has been presented for saliency map extraction.  
 

))(log()( fAfL      (1) 
 

In above equation, A(f) is the amplitude of Fourier 

transform of image. According to the experiments in [19], 

average spectrum can be approximated by convoluting the 

input image:  
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Where hn(f) is an n×n matrix defined as below: 
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Spectral residual R(f) could be achieved by: 
 

)()()( fAvfLfR      (4) 
 

Saliency map would be available in spatial domain of 

image by Inverse Fourier Transform. Saliency map 

contains with specified areas which can be used to 

interpret expected portions of the image. Saliency map is 

illustrated by Eq. (5). 
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Where P denotes to phase or angle of Fourier 

transform, and F
-1

 is inverse Fourier transform. As 

discussed in [19], a threshold is applied to segment image 

and detect proto-objects in saliency map. 
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In our experiments, the threshold is set to 10×(average 

intensity). 

Although saliency map and segmentation help us to 

remove background and extract most probable regions for 

object, some unwanted objects or false positives would be 

extracted because of clutters in natural images. To 

compensate this kind of faults we implemented aspect 

ratio of aircraft to extract them in image. Aspect ratio is 

defined as the ratio of length to width. The result of this 

operation would be an image containing the most 

probable regions of the object. Fig. 3 illustrates saliency 

map and segmented image after setting a threshold, and 

extracted the most probable regions by implementing 

aspect ratio. As the Fig. 3 shows, some undesirable 

regions are detected in segmented saliency map. This 

event is unavoidable because of the differences of 

intensities of objects with background.  

2.3 Tracking 

KLT (Kanade-Lucas-Tomasi) tracking algorithm is a 

common tracking algorithm that has been presented in [2] 

and is used widely in all of the tracking tasks. Optical 

flow which was discussed by Kanade-Lucas in [10] was 

optimized by Shi-Tomasi [2] by selecting good feature for 

tracking. The below equation is describing the motion 

between two consecutive frames in video. 
 

),,(),,( tbyaxItyxI 
   (7) 

 

In the equation, I represents the image intensity, t and 

τ are time and difference of time between two frames 

respectively, a and b are increments of dimensions in 

frame of time t. Images have some noises which they are 

imposed in frames and could be aggregated to Eq. (7). 
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Therefore, Eq. (7) can be calculated to minimize the noise 

(n). 
 

  dxdyyxwtyxItbyaxIn
W

),(),,(),,(
2

  

 (8) 
 

In the above equation, w(x,y) indicates to weighting 

function and W is the window of searching. According to 

reports in papers [2, 3], we set the weight to unity. Since 

displacement is small relative to searching window, this 

equation can be rewritten by Taylor series approximation 

as below. Furthermore, we don’t inter time symbols to 

formulas because displacements are needed for this 

reason. 

 

Fig. 3. Saliency map extraction using Spectral Residual. a) natural 

image, b) spectral residual, c) resulted image after threshold, d) resulted 
image using aspect ratio criteria. 
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By substituting these approximated series, Eq. (8) 

would be rewritten as below. 
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To find displacement, D, the Eq. (13) must be 

differentiated respect to D and set to zero. 
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Fig. 4. Airplane Detection. Airplanes’ contours and centers are shown by red color 
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Based on the Shi and Tomasi’s definition in [2], if λ1 

and λ2 are the eigenvalues of matrix G, the best features 

for tracking would satisfy the relation, min(λ1 and λ2)>λth, 

which threshold is obtained from uniform intensity 

regions. By this way, corners and highly textured of 

image is extracted.  

In this paper we suggest to extract and track good 

features by KLT algorithm from regions that are obtained 

from spectral residual stage. It is time saving for us to 

track and extract specific points and regions. Furthermore, 

detection would be more accurate. The probable problem 

comes from segmented salient map which some unwanted 

regions or objects are extracted as Fig. 3. To remove such 

clutters we suggest two solutions. As we know moving 

camera and stable camera are two strategies which used 

for tracking. In stable camera clutters and false positives 

are from flying objects, although some small camera 

movements can cause this event. To overcome camera 

movement fault we remove all of the small optical flow 

lower than threshold. In airplane tracking using moving 

camera the goal is to maintain the airplane in middle of 

the scene, therefore all false positive events come from 

static objects and have bigger optical flow thus, they can 

be eliminate by setting a threshold. 

It can be seen from the Fig. 1 images are moved to 

tracking block after passing through preprocessing stage 

and spectral residual. In some conditions which two or 

more airplanes occlude each other, or new airplanes come 

to the scene, it is needed to have a detection stage to find 

and localize airplanes. Therefore, spectral residual is 

implemented to every 7 frame. We choose every 7 frame 

arbitrarily which based on our observation and 

experiments in the database, it is a significant choice to 

find coming airplane to the scene. Thus, based on the 

application or database, it can be changed. Other frames 

don’t need any detection or spectral residual extraction 

process and airplanes would be tracked by KLT algorithm 

and their features are obtained from previous regions 

from segmented saliency map. By this way a fast, 

accurate, and reliable tracking process would be obtained. 

 

Fig. 5. Consecutive s step frames of an aerobatic airplane 

3. Experimental Results 

We examine our proposed approach by making some 

experiments on common database presented in [3], and 

compare it with state of the art methods and results show the 

acceptable performance of our approach in detection and 

tracking. Fig. 4 shows some example of the database. It can be 

seen from Fig. 4 that the database contains with variety scenes 

of airplanes such as occlusion, and multiple in various sizes. 

The database has been collected in AVI format. All of 

them are at the rate of 25 frames per second and frame 

size of 720×576 pixels. 27 videos less than 1 minute and 

4 sequences in low resolution 640×480 exist in the 

database. As mentioned before, several types of airplanes, 

jet, aerobatic, fighter, transport, and propeller with 

occlusion, pose variations, and multiple planes. All of 

them include the camera movements and optical zoom.  

In this paper we specify the detected objects by their 

contours at every 7 frame. It is achievable because we use 

spectral residual for detection. Fig. 4 illustrates detected 

airplanes in various scenes. The centers of the detected 

objects are shown by a red plus sign. Good features are 

extracted from these regions and tracked by KLT algorithm. 

The tracked objects are shown by a rectangle such as Fig. 5.   

We implemented our method by MATLAB using a 

Pentium dual core 32 bit PC with 2.60 GHz CPU and 

evaluated by experiments on all of the sequences in the 

database and compare with [3] that authors use KLT with 

Haar features, state of the art methods such as Kalman 

Filter using appearance model which was discussed in [13], 

Mean Shift clustering as presented in [16] and GMM 

model as like as [1]. These methods are used widely for 

tracking tasks. Table 1 shows the tracking results and 

process time and compares our method with them.  

We used tracking accuracy to evaluate tracking 

performance. It means the number of correctly tracked 

airplanes per total number of airplanes in frames or 

sequences. Furthermore, frame would be considered as 

unsuccessful tracking process if some false positives be 

detected and tracked or airplanes are not detected. Therefore, 

tracking accuracy would count the total tracked airplane 

properly without any false positives. To achieve the best 

criteria for comparison, we compare our method with others 

with their optimum parameters and their best accuracies. 
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3.1 Comparisons  

In many researches GMM is used and modeled based 

on the RGB space and extracts foreground from 

background. As it can be observed from table 1, Tracking 

Accuracy using GMM is not better than our proposed 

method and False Positive is relatively high. The high 

false positive is inevitable because GMM uses blob 

analysis mainly that is very sensitive to unwanted objects 

such as clouds, birds, and buildings in airplane database. 

Kalman Filter is one of the famous approaches for 

tracking and estimating the most probable region of 

presence of the object such as approach in [13]. Kalman 

Filter is based on the Gaussian distribution and can 

support the single peak but it is modified by GMM to find 

more peaks and objects. As it can be seen from Table 1, it 

has an accuracy 79% . As aforementioned, it is obvious 

that Gaussian distribution and blob analysis is responsible 

for occurring false positives and making worse process. 

Mean Shift clustering is used widely in tracking 

process [16]. It is working properly in some tasks that 

camera is stable and false positives can be removed by 

background subtraction. To achieve the reasonable 

accuracy some additional processes are needed to 

decrease the false positives. Then, the complexity and the 

process time would be increased. Table 1 shows that the 

process time of our method is reasonable. 

In [3] the author is presenting an approach to track and 

detect airplane. In this paper Haar feature is used to detect 

object that is a famous feature in face detection tasks. 

KLT algorithm is used for tracking. Since the Haar 

feature use intensity of the object it makes mistake by 

extracting regions such as clouds or birds in some frames 

and causes false positives. 

In our proposed approach, we use spectral residual and 

aspect ratio for object detection. Since moving camera tries 

to locate airplanes at middle of the screen, false positives are 

removed by eliminating high optical flows. Furthermore, 

detection is repeated every 7 frame as we mentioned in 

section 2-3, and all of the airplanes are detected and tracked. 

Process time and tracking accuracy of our approach are 

reasonable and better than other state of the art methods.  

As Fig. 4 shows, top right airplane, our method has 

better accuracy than presented approach in [3] which uses 

this sequence as the challenging video. The paintings on 

the airplane caused some problems in detection and 

tracking in [3], although the airplane is detected and 

tracked accurately by our proposed method in most of the 

frames. Fig. 5 shows some consecutive frames of tracked 

airplane in one of the sequences. The airplane in this 

sequence has various positions and the cloud exists in sky. 

The airplane has different intensities in sequences which 

would be challenging for detection but image adjusting 

makes all of the parts and intensities belonging to the 

airplane more available and spectral residual make a 

reliable saliency map for detection. 

 

 

3.2 Faults and limitations 

We encounter some detection problems in the database. 

These faults come from very small or far airplanes, noises, 

occlusions or camera movements. 

One of the limitations in our work is the camera 

movements. Camera movements are not very critical 

problem but in some cases it would have disruptive effects 

on. Since the data base contains with videos from moving 

camera we eliminate large optical flows during tracking 

process. Therefore, in some cases which the camera cannot 

follow the object some good points would be removed. As 

Fig. 6 illustrates, an airplane are divided in 3 parts and every 

part may be detected as an airplane. Another limitation is 

about the size of the object. Fig. 6 illustrates that our 

algorithm would not track successfully if the flying object is 

too far from the camera. This fault comes from the Spectral 

Residual and aspect ratio parameters for noise elimination.    

 

Fig. 6. Two samples of fails of our proposed approach.  

4. Conclusion 

In this paper we proposed a method with several stages 

to track airplanes. They are image adjusting, spectral 

residual or saliency map extraction, and tracking using state 

of the art method KLT algorithm. Our method has the 

ability to detect multiple objects in several scales, accurate, 

with reasonable speed. We evaluated our method by making 

experiments by aircraft tracking dataset. In this research we 

faced problems which they affected the tracking and 

detection processes. They come from camera movements 

which cause multiple detection of an airplane, very far away 

airplanes that they are observed very small, and occlusions. 

For future, we have a plan to overcome the discussed 

problems and have a more reliable technique for tracking. 

Some training approach such as SVM would be useful to 

have an accurate tracking in presence of occlusion and 

other unwanted events. Furthermore, some features such 

as HOG would be significance for object recognition. 

Furthermore, some matching approach can be utilized. 

Detecting and tracking small flying objects are other 

problem that would be in our next research proceedings. 

Table 1. Comparing tracking Results 

 Tracking Accuracy Process Time Per Frame 

Our Method 86% 0.09 

[3] 82% 0.09 

GMM 80% 0.1 

Kalman Filter + Appearance 79% 0.09 

Mean Shift Clustering 80% 0.12 
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Abstract 
In this paper, a 16-phases 20MHz to 110MHz low jitter delay locked loop, DLL, is proposed in a 0.35µm CMOS process. 

A sensitive open loop phase detector, PD, is introduced based on a novel idea to simply detect small phase differences 

between reference clock and generated delayed signals. High sensitivity, besides the simplicity reduces the dead zone of 

PD and gives a better jitter on output generated clock signals, consequently. A new strategy of common mode setting is 

utilized on differential delay elements which no longer introduce extra parasitics on output nodes and brings the duty 

cycle of generated clock signals near to 50 percent. Also, small amplitude differential clock is carefully transferred inside 

the circuit to considerably suppress the noise effect of supply voltage. Post-Layout simulation results confirm the RMS 

jitter of less than 6.7ps at 20MHz and 2ps at 100MHz input clock frequency when the 3.3Volts supply voltage is subject 

to 75mVolts peak-to-peak noise disturbances. Total power consumption reaches from 7.5mW to 16.5mW when the 

operating frequency increases from 20MHz to 100MHz. The proposed low-jitter DLL can be implemented in small active 

area, around 380µm×210µm including the clock generation circuit, which is proper to be repeatedly used inside the chip. 

 

Keywords: Delay Locked Loop; Clock Generation; Low-Jitter Clock Distribution; Wide-Range DLL; Low-Jitter DLL. 
 

 

1. Introduction 

Delay locked loops, DLLs, are broadly used for low-

jitter multiphase clock generation, [1], [2] and [3]. 

Multiple operations within multitask mixed signal 

applications are regularly scheduled using a digital 

switching strategy on a single hardware. Recently, for 

example, single-stage analog comparators are proposed to 

perform three operations (reset, pre-amplification and 

latch) in a single hardware, [6], [7] and [8]. Also, the 

switching strategy of sample and holds (S/H) in high 

speed and high resolution analog to digital converters 

(ADCs) should be strictly considered to meet the desired 

resolution and jitter specifications through sampling. In 

low jitter applications, although PLLs can considerably 

reject the input clock jitter due to generating a fresh and 

low jitter clock by the VCO, however, smaller area and 

lower power consumption introduce DLLs as a proper 

choice when they are repeatedly used inside the chip. 

Furthermore, PLLs are regularly used for generation of 

very high frequency clock signals due to the inherent 

abilities of ring and LC oscillators. Whereas, DLLs are 

usually utilized to generate multiple phases of a middle 

frequency reference clock signal, manually generated 

inside or transferred into the chip. 

Frequency-Phase detectors (Phase Detectors), PFDs 

(PDs), are known as the main building blocks of PLLs 

(DLLs), [10], which dominantly determine the sensitivity 

of closed loop structure. Reducing the dead-zone of PD 

dominantly improves the RMS and peak-to-peak jitter of 

DLL because this makes the loop to response to small 

phase differences. Hence, employing a sensitive PD is 

one of the main challenges of DLL design. This is 

highlighted when DLL is used in jitter sensitive 

applications, such as high resolution ADCs, when the 

RMS jitter of generated clock directly affects the dynamic 

behavior, (e.g., SNDR). The conventional phase detectors, 

[2] and [5], are constructed from positive feedback 

NAND gates which opposes against changing stored 

values on output nodes. Hence, larger phase differences 

are required at PD’s inputs to firstly remove the previous 

data and secondly develop the new charge on output 

nodes of PD. This means larger dead zone and smaller 

sensitivity. Also, non-differential or pseudo-differential 

delay cells are applied in [2] and [5], in which the power 

supply noise can directly emerge on generated clocks and 

consequently diminish the RMS jitter.  
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In this paper, a low jitter DLL is proposed based on 

fully differential delay cells to considerably alleviate the 

supply noise on output generated clocks. A sensitive PD is 

introduced in section II to reduce the jitter besides the 

simplicity. Compatible charge pump and delay cells are 

also proposed in this section. Moreover, a simple strategy 

of common mode (CM) level setting is proposed to bring 

the generated phases around the middle point of supply and 

ground voltages. This CM setting strategy, no longer 

introduces extra parasitic capacitances on the output nodes 

of delay elements, and yields a better duty cycle, near 50 

percent, when the outputs of delay elements are used via 

simple inverters. The strategy of transferring small signal 

input clock and generating full range reference clock inside 

the chip is discussed in section III. The duty cycle adjuster 

circuits, as used in [4], are not required when the 

combination of CM setting strategy and clock transferring 

is applied. Simulation results are shown in section IV and 

finally, section V concludes the paper.  

2. Building Blocks of the Proposed DLL 

Building blocks of the proposed DLL are illustrated in 

Fig.1. Eight differential delay elements are employed to 

provide 16-phases. Input reference clock and its 

complementary, Clk and Clkb, are applied to a PD as 

reference clocks. Also, the 180˚ delayed clock, Clk_180˚, 

which is generated on one of the output nodes of delay 

cells, is fed back to PD to form the close loop structure of 

DLL. PD produces a digital pulse with the width of phase 

difference between digital inputs. Namely, generated 

pulse of PD is modulated with the phase difference. An 

analog charge pump is required to translate the generated 

digital pulse to analog control voltage, VC, to be prepared 

for the next use by delay cells. 

 

Fig. 1. Block Diagram of the Proposed DLL 

VC adjusts the delay of cells in close loop structure in such 

a way that no phase difference is remained on inputs of PD. 

Hence, 360˚ phase difference is expected through the cells. 

Propagating the same delays, 16 phases should be produced in 

8 differential elements which means 22.5˚ phase shift between 

generated clocks in current and neighbor cells. To produce 

similar signal transitions on generated phases, equal capacitive 

loads are considered for all cells. Hence, dummy loads are 

required for other phases when Clk_180˚ is reused by PD. 

2.1 Phase detector 

The proposed phase detector is shown in Fig.2(a). 

Unlike the other similar works, three digital input signals 

are here used to detect the phase difference. PD can be 

divided into two main sections: the main core of phase 

detection which generates Q2, and the pulse generator 

logic which provides UP and DN signals. As depicted in 

Fig.2(a), the main core of PD is constructed from two 

clocked inverters employed in master-slave configuration. 

Namely, Clk_180˚ is applied as input signal of a master-

slave clocked buffer which is controlled by differential 

reference clocks, called Clk and Clkb. When the falling 

edge of Clk arrives before/after the falling edge of 

Clk_180˚, high/low level of input voltage would be 

buffered to node Q2. Signal transitions are also clarified in 

Fig.2(b). 

 

Fig. 2. (a) The Proposed Phase Detector, The Case of (b) Increasing and 

(c) Decreasing Delay 

Hereafter, pulse generator generates narrow pulses of 

up and down operations. When Q2 is set to high level 

voltage, pulls DN down to zero and produces the inverted 

overlap of Clk and Clk_180˚ at UP node. In the other case, 

as depicted in Fig.2(c), when Q2 goes down to zero value, 

pulls the UP node up and produces the overlap of Clk and 

Clk_180˚ at DN output. The sensitivity of the proposed 

PD is only restricted by the required time for sampling in 

master clocked inverter as introduced as the main core in 

PD. In the other works, [2] and [5], where positive 

feedback structure is used for phase detection, a time 

portion should be allocated to overcome the positive 

feedback and remove the previous latched data. 

2.2 Charge pump 

The schematic of the compatible charge pump is 

illustrated in Fig.3 which provides the analog voltage 

based on generated pulses of PD, UP and DN. Mp2 and 

Mn2 are controlled by UP and DN signals. Detail 

description of charge pump behavior can be separately 
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surveyed for two cases of Fig.2(b) and 2(c). In the case (b), 

when the DN signal is set to zero, the discharge direction 

is closed and falling edges of UP signal opens the charge 

direction of the load capacitance through Mp1 and Mp2. In 

the other case, when the falling edge of Clk_180˚ occurs 

before the falling edge of the sampling clock, Fig.2(b), UP 

goes up to high level voltage which disconnect the 

charging direction of the load capacitance. Furthermore, 

DN represents the overlap of Clk and Clk_180˚ which 

discharges the VC via Mn1 and Mn2 when goes to high level. 

Decreasing VC speeds up the delay elements. 

 

Fig. 3. Compatible Charge Pump and Low Pass Filter 

2.3 Differential delay elements 

Detail description of differential delay cells is shown 

in Fig.4 in which VC determines the bias current. As 

depicted in Fig.4, increasing VC slows down the delay 

elements due to decreasing the bias current. Bias 

adjusting is continued until the falling edge of reference 

Clock, Clk, corresponds on rising edge of Clk_180˚, 

which means 180º phase shift. Due to the differential 

structure of delay elements in Fig.4, 360º phase shift is 

expected from Clk to Clk_360˚. Differential structure of 

delay cells might encounter the problem of mismatch 

between up and down tail current sources. This might 

shift up or down the cross points of differential delayed 

signals from the middle of supply and ground voltages. If 

the outputs of delay elements are applied on inverter gates 

to drive other loads, the cross point should be adjusted 

near the threshold of a simple inverter gate. Otherwise, 

the duty cycle undesirably deviates from 50 percent at 

outputs of inverter gates. Hence, an internal feedback is 

required to adjust the cross points by compensating up 

and down tail current sources. The main concern of using 

regular common mode setting strategies is reducing the 

upper limit of operating speed due to introducing 

capacitive loads on output differential nodes. A new CM 

setting strategy is proposed which no longer introduce 

extra capacitive loads on output nodes. On the other hand, 

sensing the average value of differential outputs from 

output nodes of delay cells slows down the transitions of 

delayed clocks due to introducing extra parasitics. This 

effect could be considered as an offset delay which 

restricts the speed of DLL.  

Since the differential outputs of each cell are applied 

as the inputs of the next one, cross level is emerged on the 

average value of nodes X and Y due to the source 

follower combination of input devices in differential pair. 

Hence, the DC-level of each stage is sensed at the next 

one via two resistors, RCM, and then is corrected by 

changing the up and down tail currents via MCMP and 

MCMN, as depicted in Fig.4. This means a simple 

averaging on generated clock signals without reducing 

speed. Considering a larger value for RCM, however, a 

portion of tail current of differential pairs is inevitably 

used for CM level setting. MBN and MBP are employed to 

enhance the resolution of current mirror by providing the 

similar conditions for both bias and tail current sources. 

 

Fig. 4. Differential Delay Elements and DC-Level Setting Strategy 

3. Generating Low-Jitter Reference Clock 

Reference differential clocks, should be carefully 

transferred inside the chip. Hence, the circuit of Fig.5 is 

employed to alleviate the supply noise and generate low 

jitter reference clock. Ck and Ckb represent the smaller 

amplitude clock signals which should be transferred 

inside the chip and generate full range reference clocks, 

Clk and Clkb. The simple circuit of Fig.5(a) produces the 

filtered supply and ground, Vdd_FLTR and Gnd_FLTR, 

from noisy supply. M1 and M2 are NMOS and PMOS 

transistors which are selected in large size to play the role 

of low pass filter’s capacitance along with R1. The voltage 

drop across R1 depends on the current drawn by the next 

devices which introduces a constraint on selecting R1 

value. M3 and M4 generate the threshold voltage of a 

simple inverter, TH, which is around the middle point of 

the differential supply range when M3 and M4 are 

properly scaled. Threshold voltages of the same size 

inverter gates are approximated to be identically varied at 

several corners. Hence, TH is also affected as the same as 

the threshold voltage of inverter gates at several corners 

to eliminate the dependency of the duty cycle to corner 

variations. This fact is here considered by generating TH 

through M3 and M4 and using as reference voltage. Hence, 

the duty cycle adjuster circuits, as used in [4], are not 
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required. As shown in Fig.5(b), a simple differential pair 

is applied to amplify the small amplitude of input 

differential clock around the DC-level which is set to 

threshold voltage of an inverter gate. M5 and M6 are also 

used as resistors to complete the DC-level setting strategy. 

Here, the filtered supply and ground are used as the 

differential supply of differential pair and inverters. Clk 

and Clkb are low jitter and full range reference clock 

signals which are generated in a reasonable duty cycle. 

 

Fig. 5. Low-Jitter Reference Clock Generation via (a) Filtered Supply and 

Corner-Dependent Reference Generation, and (b) Full Range Recovery Circuit 

4. Post-Layout Simulation Results 

Layout pattern of the proposed DLL in a 0.35µm 

CMOS technology is illustrated in Fig.6 which confirms 

that the proposed 16-phases DLL could be implemented 

in about 380µm×210µm active area. The layout pattern of 

Fig.6 also includes the clock generator circuit of Fig.5.  

 

Fig. 6. Layoutt Pattern of the Proposed DLL 

Post-layout simulations of the proposed DLL are 

performed for the range of 20MHz to 110MHz operating 

frequencies. A peak-to-peak power supply noise of around 

75mv is also constructed by a set of sinusoidal waveforms 

with different amplitudes and frequencies. Larger values of 

noise components are assigned to the amplitudes of the 

multiples of input clock frequency, to highlight the noise of 

clock coupling on the power supply lines. For example, 

amplitude of around 16mv, 10mv and 15mv are considered 

for 20MHz, 40MHz and 60MHz frequencies, when the 

DLL is simulated at 20MHz. The noisy and the filtered 

supply of Fig.5(a) are illustrated in Fig.7(a) and 7(b). 

Settling behavior of the control voltage, VC, is also 

depicted in Fig.7(c) at 20MHz operating frequency. 

 

Fig. 7. (a) Noisy and (b) Filtered Vdd, (c) Control Voltage at 20MHz 

After settling, 16 phases are generated through 8 

differential delay cells as depicted in Fig.8 in which the 

delay time of generated phases differs from the neighbor 

one, equal to 1/16 of the period time of the reference 

clock. The generated phases at 20MHz are illustrated in 

Fig.8. which all are differed 22.5 degrees from each other. 

 

Fig. 8. All Generated Phases at 20MHz Operating Frequency 

Settling behavior of VC is also shown in Fig.9 at 

100MHz operating frequency. As discussed earlier, VC is 

expected to settle to smaller values when the operating 

frequency is increased. 
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Input clock jitter would not be eliminated in DLL’s 

output, meanwhile, PLLs can suppress the input clock 

jitter due to providing a new and fresh clock on VCO’s 

output. Firstly, a low-jitter input clock signal is utilized as 

reference clock to qualify the jitter of the proposed DLL 

when supply is subject to around 75mv peak-to-peak noise 

voltage. Noise harmonics are manually weighted at 

multiples of the fundamental clock frequency as expected 

in real test conditions. Firstly, the circuit of Fig.5(b) is 

simulated to qualify the jitter behavior of full-range clock 

inside the chip, in presence of 75mv peak-to-peak noise on 

supply voltage. The eye diagram of small amplitude clock, 

ck and ckb, and generated full range signals, clk and clkb, 

are illustrated in Fig.10 at 100MHz input clock frequency, 

when the supply voltage is subject to 75mv peak-to-peak 

noise. Jitter histogram of the generated full-range clock is 

also illustrated in which the peak-to-peak and RMS jitter 

of 10.4ps and 2.1ps are obtained, respectively. 

Eye diagram and jitter histogram is evaluated for one 

of outputs at 100MHz operating frequency. Results are 

illustrated in Fig.11 which shows around 11ps and 2ps 

peak-to-peak and RMS jitter, respectively. Simple 

comparison between reference clock and generated 

outputs, clarifies that the RMS jitter of input clock would 

be similarly emerges on outputs in DLL loop structure. 

 

Fig. 9. The Control Voltage and Generated Phases at 100MHz 

To evaluate this claim, a manual peak-to-peak jitter of 

around 2.3ns is applied on reference input clock which 

represents the RMS jitter of around 58ps on small 

amplitude reference signals. As illustrated in Fig. 11 

peak-to-peak jitter of output generated clock is similarly 

increased when the reference clock is encountered to jitter 

disturbances. Hence, suppressing the supply noise is the 

main challenge of designing low-jitter DLLs.  

 

Fig. 10. (a) Eye diagram of Small Amplitude Input and Generated Full-
Range Reference Clock (b) Jitter Histogram of Full-Range Reference 

Clock. @100MHz in Presence of 75mv Peak-to-Peak Supply Noise 

 

Fig. 11 Eye Diagram and Jitter Histogram of Differential Output Clocks 

at 100MHz Operating Frequency in Presence of 75mv peak-to-peak 

Supply Noise 
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Fig. 12. Eye Diagram and Jitter Histogram of (a) Input Jittery Reference 

Clock (b) 45º Generated Clock, in Presence of 75mv Peak-to-Peak 
Supply Noise and 2.3ns Peak-to-Peak Jitter on Input Reference Clock 

Table 1 summarizes the DLL specifications for 

20MHz, 50MHz, 80MHz and 100MHz operating 

frequencies when the supply is subject to 75mv peak-to-

peak noise. As shown, the value of VC is decreased for 

higher operating frequencies. 

Table 1. DLL Specifications at Different Operating Frequencies 

 20 MHz 50 MHz 80 MHz 100 MHz 

RMS Jitter 

(ps) 
@75mv p-t-p 

Supply Noise 

6.7 5 4.5 2 

Power Consumption 
(mW) 

7.6 10.5 14.2 16.5 

Control Voltage, 

VC 
(volts) 

2.4 2.1 1.85 1.45 

5. Conclusions 

A low-jitter 20MHz-110MHz DLL is proposed based 

on a simple and sensitive open loop phase detector. Also, 

a simple strategy of cross couple setting is introduced on 

differential outputs to provide 50% duty cycle digital 

signals. Hence, the duty cycle adjustment block is not 

required. The strategy of transferring low-noise reference 

clock signals inside the chip has been also discussed.  

Table 2 compares the proposed DLL with other 

similar works. Small Active area and power consumption, 

introduces the proposed DLL as a proper choice when the 

DLL should be repeatedly used inside a chip. Furthermore, 

the maximum operating frequency is reversely 

proportional to the number of delay cells in closed loop 

structure. Namely, smaller delay values are expected from 

each delay cell, when the loop is constructed from further 

number of delay elements in similar conditions. Hence, 

the maximum operating frequency is reduced in this work. 

Table 2. Comparison Table 

 [2] [4] [5] 
This 
work 

Process (µm) 0.5 0.25 0.6 0.35 

Maximum 

Operating Frequency 

(GHz) 

1 0.4 0.22 0.11 

Supply (volts) 2 2.5 3.3 3.3 

No. Phases 9 8 15 16 

PtP Jitter (ps) 
@Supply Noise 

20 
N.A 

54 
Quiet 

49 
N.A 

11 
@75mv 

RMS Jitter (ps) 

@ Supply Noise 

3.2 

N.A 

6.7 

Quiet 

6.4 

N.A 

2 

@75mv 

Power(mW) 33 60 33 16.5 

Area (mm2) 0.6 0.13 0.45 0.08 
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Abstract 
This research shows the influence of using multi-core architecture to reduce the execution time and thus increase 

performance of some software fault tolerance techniques. According to superiority of N-version Programming and 

Consensus Recovery Block techniques in comparison with other software fault tolerance techniques, implementations 

were performed based on these two methods. Finally, the comparison between the two methods listed above showed that 

the Consensus Recovery Block is more reliable. Therefore, in order to improve the performance of this technique, we 

propose a technique named Improved Consensus Recovery Block technique. In this research, satellite motion system 

which known as a scientific computing system is consider as a base for our experiments. Because of existing any error in 

calculation of system may result in defeat in system totally, it shouldn’t contains any error. Also the execution time of 

system must be acceptable. In our proposed technique, not only performance is higher than the performance of consensus 

recovery block technique, but also the reliability of our proposed technique is equal to the reliability of consensus 

recovery block technique. The improvement of performance is based on multi-core architecture where each version of 

software key units is executed by one core. As a result, by parallel execution of versions, execution time is reduced and 

performance is improved. 

 

Keywords: Software Fault Tolerance; Multi-core; Parallel Execution; Consensus Recovery Block; N-version 

Programing; Acceptance Test. 
 

 

1. Introduction 

Nowadays the influence of software on different 

domains such as economics, medicine, aerospace and so on 

is quite sensible. One of the main requirements of these 

systems is safety and reliability of software. According to 

the importance of software reliability, demand for using 

fault tolerance techniques in software development have 

increased significantly. Design diversity is one of the fault 

tolerance methods which needs to run multiple versions of 

the program [1]. software fault tolerance techniques 

increase software reliability, on the other hand by 

increasing number of versions of the program, execution 

time increases at the same time and this will reduce the 

performance. by taking advantages of distributed and 

parallel processing systems, the efficiency is increased and 

thus the cost of using these systems will be acceptable. 

Using the multi-core architecture is a good idea for taking 

advantage of parallel processing. 

Based on the idea of software fault tolerance, for some 

software key units in a system, N versions can be 

developed separately with similar functionality [2]. The 

purpose of design diversity is constructing independent 

modules as many as possible and minimizing occurrence of 

identical errors in these modules [3]. All versions are 

executed with identical initial conditions and inputs. Output 

of all versions is given to a decision module and the 

decision module selects a unique result as a correct output. 

The paper continues as follow: section 2 introduces 

N-version programming and recovery block and their 

derivative techniques. Section 3, introduces satellite 

motion system as a case study. Section 4, discusses the 

usage of multi-core architecture in fault tolerance 

techniques. Implementation results are reviewed in 

Section 5 .the proposed method is presented in Section 6 

and finally in Section 7 conclusions are discussed. 

2. Software Fault-Tolerance Techniques 

In this section some fault tolerance techniques are 

introduced. 



 

Banki, Babamir, Farokh & Morovati, Enhancing Efficiency of Software Fault Tolerance Techniques in Satellite Motion System 

 

174 

2.1 N-version programing technique 

Using different algorithms and designs, Most program 

functions can be performed in various ways. A program 

version denoting a separate implementation of a program 

function is called a variant. Each variant has a varying 

degree of efficiency in terms of memory management and 

utilization, execution time, reliability, and other criteria.  

N-version programming (NVP) technique is one of the 

main techniques of software fault tolerance. In this technique, 

N different versions of a module are implemented and 

executed concurrently (simultaneously). Then the results will 

be presented to a decision module and this module selects 

the correct result [3]. The decision module examines the 

results and selects the “best” one if exists. There are other 

available alternative decision mechanisms. For example one 

decision mechanisms is majority voter. The NVP algorithm 

technique is shown in Fig. 1. 
 

 

Fig. 1. N-version programming technique algorithm 

Other augmentations, enhancements, and combinations 

have been made to the NVP techniques. These are typically 

given an entirely new name rather than being called an 

extension to the NVP technique. Some of these techniques 

are described in the following. 

2.2 N-version programing-Tie broker technique 

In order to improve the performance of NVP 

technique, N-version programming-Tie Broker (NVP-TB) 

technique has been developed whose strategy is to 

synchronize the versions. In this technique, assuming that 

three versions of software key unit are developed, when 

the results of two faster versions are produced, it does not 

wait for the slowest version anymore. In other words, 

when the two faster versions, complete their execution, 

their results will be compared and one of the results is 

returned as a correct result if they match, otherwise, it 

waits for the result of slowest version and then the correct 

result is determined by decision mechanism [4]. The 

algorithm of this technique is represented in Fig. 2. 
 

 

Fig. 2. N-version programming-Tie broker technique algorithm 

2.3 N-version programing-Acceptance test technique 

To reduce the probability of selecting an incorrect 

result, Tai and his colleagues added an acceptance test to 

the NVP technique. In this technique, after the decision 

mechanism selects one of the results as the correct one, 

this result is passed to the acceptance test for checking 

its correctness in order to increase the reliability [4]. The 

N-version programing-Acceptance test technique is 

represented in Fig. 3. 
 

 

Fig. 3. N-version programming-Acceptance test technique algorithm 

2.4 N-version programing-Tie broker- Acceptance 

test technique 

Because the two modified NVP techniques are 

complementary, N-version programming-Tie Broker-

acceptance test (NVP-TB-AT) technique has been 

developed to concentrate on both reliability and 

performance. Actually, this technique is a combination of 

NVP-TB technique and acceptance test. Acceptance test 

is used to increase the reliability which will cause the 

execution time to increase and thus the performance will 

be reduced. But by using the Tie-broker technique, 

reduction of performance is compensated. As a result, 

not only this technique has higher performance than 

NVP-AT, but also has reliability equal to NVP-AT[5]. 

The N-version programing-Tie broker Acceptance test is 

explained in Fig. 4. 
 

 

Fig. 4. N-version programming-Tie broker-Acceptance test technique 
algorithm 

2.5 Recovery block technique 

Recovery block (RcB) technique is one of the main 

techniques of software fault tolerance. This technique 

works in a way that different versions are prioritized in 

order of their importance; then they is run in order of their 

preferences. In other words, RcB incorporates these 

variants such that the most efficient module is located 

first in the series, and is called the primary alternate or 

primary try block. Acceptance or rejection of each version 

is identified by acceptance test module. At first, the 

overall situation of system is stored. if no versions can 

successfully pass the acceptance test, the system is 

returned to the saved state and then the next module will 

run [3]. If no alternates are successful, an error occurs. 

The algorithm of RcB technique is shown in Fig. 5. 
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Fig. 5. Recovery block technique algorithm 

2.6 Distributed recovery block technique 

Distributed recovery block (DRB) technique, is the 

distributed version of RcB technique in which several 

recovery blocks are implemented in several systems. the 

only difference between these blocks is the priority of 

modules [6]. 

The basic DRB technique consists of a primary node 

and a shadow node, each cooperating with each other and 

running an RcB scheme. In DRB, the recovery blocks are 

concurrently executed on both nodes. The initial primary 

node executes the primary algorithm and the initial 

shadow node executes the alternate alternative one. First, 

the technique attempts to ensure that the primary 

algorithm on node 1’s results passes the AT (i.e., 

produces a result which passes the test. If this result fails 

the AT, then the DRB tries the result from the alternate 

algorithm on node 2. If neither passes the AT, then 

backward recovery is used to execute the alternate on 

Node 1 and the primary on Node 2. The results of these 

executions are checked to ensure the AT. If neither of 

these results passes the AT, then an error occurs. If any of 

the results are successful, the result is passed on to the 

successor computing station. 

2.7 Consensus recovery block technique 

The consensus recovery block (CRB) technique is a 

combination of NVP and RcB., at first NVP runs and if it 

fails to produce the correct result, recovery Block runs 

and produces the correct result[3]. The consensus 

recovery block technique is represented in Fig. 6. 
 

 

Fig. 6. Consensuse Recovery block technique algorithm 

When two or more correct answers exist for the same 

problem and the same input, we have multiple correct 

results (MCR). NVP in general and voting-type decision 

algorithms in particular, are not appropriate for situations 

in which MCR may occur. It is claimed that the CRB 

technique reduces the importance of the AT used in the 

RcB. CRB is Also able to handle cases in which NVP 

would not be appropriate because of MCR. 

3. Acceptance Test 

Acceptance Test (AT) is the most basic approach to 

self-checking software (Fig. 7), which typically is used 

with the RcB, CRB and DRB techniques. The AT is used 

to verify the acceptance of the systems behavior based on 

the assertion on the anticipated system state.  

As shown in Fig. 7, a value of TRUE or FALSE is 

returned. The AT needs to be simple, effective, and 

highly reliable in order to: (1) decrease the chance of 

additional design faults, (2) keep run-time overhead 

reasonable, (3) ensure detection of the anticipated faults 

and (4) ensure that a non-faulty behavior would not 

incorrectly be detected. 

 

Fig. 7. Acceptance test functionality. 

ATs can thus be difficult in development depending 

on their specifications. Also, the form of an AT depends 

on its application. The coverage of an AT is an indicator 

of its complexity, where an increase in coverage generally 

requires a more complicated implementation of the test. 

Increasing the complexity leads to increasing the time of 

programs execution and fault manifestations [3,7]. 

4. Satellite Motion System 

In this section the satellite motion system, which is 

used in scientific computing, is introduced as a case study. 

The calculation of satellite motion is the most critical part 

of the satellite control system; so, errors in this part lead 

to failure of entire system. The geodetic satellites have 

two major missions: (1) positioning in geodesy or (2) to 

be used as a sensor for measuring the external gravity 

field of the Earth. In order to increase the reliability of 

this part, the fault-tolerant software techniques were 

utilized. Satellite motion equation is represent in Eq.(1)[8]. 

The analytical solution of this differential equation leads 

to the Kepler orbit [9]. 
 

3

GM
r r K

r
  

     (1) 

The satellite motion equation is a second order vector 

differential equation; therefore it has to be converted to a first 

order differential equation that is represent in Eq. (2) [8]. 
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Where, r is the position vector, GM is the product of 

gravitational constant and Earth’s mass, k is the effects of 

all the perturbing forces on a satellite. Since the equation 

is a second order three-dimensional differential equation, 

it could be solved numerically using methods such as 

Runge-Kutta, Adams-Bashforth and Adams-Moulton. In 

this paper, various implementations of these methods are 

used as different versions of fault-tolerant techniques. 

Ruge-Kutta, Adams-Bashforth and Adams-Moulton 

are the most common methods for solving first order 

differential equations numerically. Runge-Kutta 

(Eq .(3),(4) and (5)) solves these equations in single-

phase, while Adams-Bashforth (Eq. (6) and (7)) and 

Adams-Moulton (Eq. (6) and (8)) solve it in multi-phase. 
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5. Multi-Core Architecture Usage 

In a single-core platform, only one thread is running at 

a certain time point. But In a multi-core platform, there 

can be several threads which are running on different 

cores at the same time. So in the multi-core architecture, 

threads which are created to run the program, really run in 

parallel on a multi-core platform. Therefore 

synchronization issues and the cost for communication 

among cores are discussed. If the extra cost is quite 

considerable compared to the normal single core 

execution cost , such applications are not suitable for the 

multi-core architecture [9]. 

A software system is composed of a series of software 

key and non-key units (Fig. 8). Each software system 

includes critical and important parts in which occurrence 

of error leads to the system failure whose cost cannot be 

compensated. These critical and important parts are called 

software key units and other sections are non-key units[2]. 

 

Fig. 8. non-Key software unit and key software unit 

One way to increase fault tolerance is using different 

versions and deployment of fault tolerance techniques. 

But since the development of different versions of the 

entire system is very costly, several different versions that 

have different implementations are developed only for 

software key units. Since the key units have several 

versions which lead to increase of the execution time, we 

use multi-core architecture features to reduce time and 

run the versions on different cores in parallel. This 

approach reduces execution time and thus increases the 

performance. In comparison with the high cost of the 

sequential program, the cost of synchronization and 

communication between the cores is negligible [2]. 

6. Implementation and Results of Multi-

Core Usage 

The effect of multi-core architecture on increasing 

performance of the NVP technique has been discussed by 

Yang et al [10]. In this paper we discuss the effect of 

multi-core architecture on techniques derived from the 

NVP, DRB, CRB and improved consensus recovery block. 

In this paper, fault-tolerance techniques have been used to 

increase reliability; so, different implementations of 

numerical methods for solving differential equations of 

the satellite motion were used as different versions in 

fault tolerance techniques. Accordingly, Runge-Kutta, 

Adams-Bashforth and Adams-Moulton methods are 

implemented as different versions. 

In other words, in each technique we execute different 

versions on single and multi-core architecture and then 
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compare execution times on the single core with the 

multi-core. Finally, we offer a new technique to reach a 

higher performance where the execution times of 

techniques are significantly decreased using the multi-

core architecture. As shown in Fig. 9, the speedup rate of 

the NVP technique for dual and quad core processors is 

1.73 and 2.42 respectively. Because the reliability on this 

technique is low the NVP-TB-AT Technique is used 

instead. The speedup rate of this technique is 1.70 and 

2.06 for dual and quad core processors respectively. The 

effect of multi-core architecture on performance of the 

RcB technique is shown in Fig. 10. 

 

Fig. 9. Execution time of NVP technique and derived technique 

The RcB technique execution time on single core, dual 

core and quad core are 11266, 6413 and 4718 respectively. 

In single core architecture, all versions are executed 

sequentially; so the execution time is longer than other ones. 

For example, in our implementation the execution time of 

each version is equal to 1945, 2356 and 1872 respectively. 

This means that the execution time of RcB technique on 

single core is about sum of all these times. In order to apply 

advantage of parallelism, we can use distributed version of 

this technique named Distributed Recovery Block (DRB). 

The DRB technique has 1.76 and 2.39 speedup rate using 

dual and quad core processors. Shown in Fig. 10, the 

execution time improvement for quad core architecture is 

more than dual core architecture in the case of parallelism. 

In other words by increasing the number of cores, an 

improvement of the performance is expected. 

 

Fig. 10. Efect of multi-core architecture on performance of recovery 

block technique 

7. Suggested Technique (Improved Consensus 

Recovery Block) 

while using NVP-TB-AT, if the result of two faster 

versions were equal, one of them would be announced as 

the correct result and no acceptance test is performed on 

the results [5]. So if there is an error in the system that 

causes the result of two faster versions be similar and 

wrong, probability of the overall system failure increases 

using this technique. Thus this technique is less reliable 

than RcB technique, because in RcB technique the result 

goes to the acceptance test module in any conditions to be 

returned as a correct result. Also, if a program had several 

correct answers, the NVP-TB-AT technique might face 

failure. If both faster versions produce correct but 

different results, the voter waits for the slowest version 

and judges between results of two faster versions and 

result of slowest version using the decision mechanism. If 

the lowest version has a correct but a different result than 

results of faster versions, the voter cannot decide and 

system will face failure. But, if the RcB technique is used 

and the program has several correct results, system does 

not fail because the AT is applied to every version and so 

the correct result will be determined. Order of this 

technique is shown by Eq. (9) and (10). 
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As mentioned in Section 2, different versions of RcB 

technique are executed consecutively. Accordingly, the 

RcB technique order is calculated by sum of all versions 

time order. In the NVP technique, time order is related to 

the number of versions and available cores because of 

running versions simultaneously. In other words, if 

available cores are more than the number of versions, 

increasing the number of cores will be ineffective on 

decreasing time order. On the other hand, while the 

available cores are equal to or less than the number of 

versions, increasing the number of cores leads to decrease 

of time order. 
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In the DRB technique, the execution steps of versions 

are computed based on relationship between the number 

of versions and nodes (primary and shadow nodes). This 

means that the arrangement for running versions 

considers that all versions can be performed by minimum 

steps. Moreover, according to concurrent execution, time 

order of this technique always depends on the slowest 

version. So, the DRB technique time order is determined 

by product of the number of cases in which all versions 

are executed and time order of the slowest version. 

Since the CRB technique is a merger of the NVP and 

RcB techniques, the proposed technique is a combination 

of NVP and DRB techniques and the time order of these 

two techniques are computed using sum of constituent 

techniques time order. 

On the other hand, the performance of the RcB 

technique is largely dependent on the performance of 

acceptance test. While in many cases, creation of the 

acceptance test module is very difficult, the CRB 

technique decreases the importance of acceptance test 

more than the RcB one. Also, the NVP technique will not 

be able to produce the final result when the problem has 

several correct answers. So, the RcB and NVP techniques 

have drawbacks in some cases which the CRB has 

resolved by combining two techniques discussed above. 

According to superiority of CRB technique over other 

techniques, we concentrate on it and in order to improve 

its performance, we have proposed a technique which is 

similar to CRB technique and called Improved Consensus 

Recovery Block. In execution of CRB, first the NVP 

section tries to produce the correct result. If decision 

module was able to produce the result, the technique 

terminates. Otherwise, the second section namely 

recovery block will execute to produce the correct result. 

Since the execution of recovery block is sequentially, the 

execution time is increased. The recovery block does not 

use multi-core facility and therefore does not take 

advantage of parallel processing. In this paper, in order to 

take full advantage of multi-core facilities and reduce the 

execution time of the CRB technique, we try to use 

Distributed Recovery Block (DRB) instead of RcB. 

Fig. 11 shows the proposed algorithm where the first 

versions are executed simultaneously through NVP 

technique and their result is given to a voter. If the voter 

can produce a correct result, it returns the result. 

Otherwise, different versions are executed through DRB 

technique. 
 

 

Fig. 11. Improved consensus recovery block technique algorithm 

Influence of the multi-core architecture on 

performance of the CRB technique is shown in Fig. 12. 

Different implementations of numerical methods for 

solving differential equations of satellite motion were 

used as different versions which are required in CRB 

technique. As Fig. 12 shows, the CRB execution time on 

dual-core and quad-core architectures is 19106 and 16044 

respectively, while Improved Consensus Recovery Block 

execution time on dual-core and quad-core architectures 

is 12637 and 10124 respectively. So Improved CRB 

decreases total execution time. In other words, the 

speedup rate of Improved CRB in comparison with CRB 

for dual-core and quad-core architectures is 1.51 and 1.58 

respectively. Execution of the NVP section is same in 

CRB and Improved CRB techniques but the difference is 

in the recovery block section because the CRB executes 

the recovery block section sequentially. 

(1)

( )

T
Speed up

T P
 

    (11) 

Also, the Improved CRB technique Speed-up for 2, 4 

and 8 Cores cases are represented in the Table 1, 

calculated using Eq.(11)[11] (Prefers to the number of 

cores and T(P) is the execution time using P cores). 

Table 1. Speed-up of Improved Consensus Recovery Block Technique 

Statuses Speed up 

2 Cores 1.78 

4 Cores 2.22 

8 Cores 2.29 

Important point of this technique is the close relation 

between speed-up and both the number of versions and 

available cores., if the number of available cores is greater 

than the number of versions, increasing the number of 

cores will be ineffective on Speed-up improvement. 

Otherwise, increasing the number of cores is effective on 

speed-up. 

In the worst case, namely the case in which last 

version performs the acceptance test successfully, the 

execution time will be equal to the total time of running 

all versions. However, in the Improved CRB, the recovery 

block section is executed distributedly and so its 

execution time is equal to execution time of the longest 

version. 

 

Fig. 12. Influence of multi-core architecture on performance of 

consensus recovery block technique 
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According to Fig. 10, execution time of the DRB 

technique in quad core architecture is less than execution 

time of CRB technique. But since the CRB does not have 

problems of the DRB technique, it is more suitable in 

many cases. In this paper, we showed that the CRB 

execution time can also be decreased. 

8. Conclusions 

Among different software fault tolerance techniques 

the Consensus Recovery Block (CRB) has more 

reliability over other ones in some cases and also it does 

not have problems of other techniques. To increase 

performance of this technique, we proposed one 

technique which is called Improved CRB technique in 

which the reliability is like the CRB and because of using 

distribution concepts, it has more performance. According 

to capability of multi-core architecture for supporting 

parallel processing, this architecture has been used to 

decrease the execution time and thus increasing 

performance of the fault-tolerance techniques. As a result, 

we showed that the Improved CRB technique is more 

suitable over other techniques from view of the reliability 

and performance properties. 

Because the satellite motion computation is the most 

critical part of the system, in this paper we have used this 

subsystem as a case study and software fault tolerance 

techniques were used to solve the numerical differential 

equation of satellite motion in order to increase the 

reliability. To this end, different implementations of the 

numerical differential equation of the satellite motion 

methods were employed as different versions which are 

required in software fault tolerance techniques. Then, to 

determine the increase rate of the performance, we 

compared the execution time for single core architecture 

in the sequential mode and for multi-core one in the 

concurrent mode in different fault tolerance techniques. 

The NVP-TB-AT technique, which has more 

performance and reliability over other derived NVP 

techniques, the execution time in case of sequential mode 

at single core architecture was 9335 while the execution 

time in case of the parallel mode at dual-core and quad-

core architecture was 5477 and 4511 respectively. So, the 

speedup rate for dual-core and quad-core architectures is 

1.70 and 2.06 respectively. Moreover, the execution time 

of recovery block technique on single-core, dual-core and 

quad-core is 22.04, 16.14 and 12.14 respectively. 

Since high reliability is critical in the satellite motion 

computation system, we use the Consensus Recovery 

Block technique which has high reliability but its problem 

is high execution time. This problem was solved by 

proposing an Improved Consensus Recovery Block 

technique. 

According to our experiments, the best execution time 

of Improved CRB is at quad-core architecture and it is 

equal to 10124, while the execution time of CRB is 16044 

at quad core architecture. These two techniques have 

similar reliability but their performance rate is different. 

In other words, Consensus Recovery Block does not use 

distribution and concurrency mechanisms, therefore it 

cannot use advantages of concurrency in multi core 

architecture. The proposed technique has high 

performance because of taking advantage of distribution 

mechanism and using concurrency in multi core 

architecture. 

Therefore according to the obtained results, using 

Improved Recovery Block technique and the multi core 

architecture simultaneously increases the reliability and 

performance in a fault tolerant software. 
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Abstract 
Every year thousands of the elderly suffer serious damages such as articular fractures, broken bones and even death due to 

their fall. Automatic detection of the abnormal walking in people, especially such accidents as the falls in the elderly, 

based on image processing techniques and computer vision can help develop an efficient system that its implementation in 

various contexts enables us to monitor people’s movements. This paper proposes a new algorithm, which drawing on 

fuzzy rules in classification of movements as well as the implementation of the motion estimation, allows the rapid 

processing of the input data. At the testing stage, a large number of video frames received from CASIA, CAVAIR 

databases and the samples of the elderly’s falls in Sabzevar’s Mother Nursing Home containing the falls of the elderly 

were used. The results show that the mean absolute percent error (MAPE), root-mean-square deviation (RMSD) and 

standard deviation error (SDE) were at an acceptable level. The main shortcoming of other systems is that the elderly need 

to wear bulky clothes and in case they forget to do so, they will not be able to declare their situation at the time of the fall. 

Compared to the similar techniques, the implementation of the proposed system in nursing homes and residential areas 

allow the real time and intelligent monitoring of the people. 

 

Keywords: Video Processing; Gaussian Mixture Model; HSV Conversion; the Elderly’s Falls; Fuzzy Inference System; 

Motion Estimation. 
 

 

1. Introduction 

Today, many countries are faced with the growing 

population of the elderly each year. In 2000, the elderly aged 

above 65 constituted one-eighth of the world's population, i.e. 

a population equivalent to 750 million people [1]. Based on 

demographics released in 2010, it is estimated that in 2035, 

one-third of Europe's population will be above 65 years old 

[2]. Iran is one of the countries with young population and in 

near future, it has to deal with an aging population. Falls and 

loss of balance is a common threat to the health of the elderly. 

It can affect the quality of life, increase maintenance costs, 

and lead to adverse physical, psychological and social 

conditions, or even death [3]. Studies show that 25% to 47% 

of elderly suffer from falls once or more and this figure adds 

up to 50% among the elderly who live in health care centers. 

Since this accident can jeopardize the performance and 

independence of the elderly, the identification of people who 

are at risk of falling is of paramount importance [5]. 

Therefore, the first step in the prevention of this incident is to 

alleviate the side effects of falling [6]. If the elderly are not 

able to inform people in case of their fall, it might aggravate 

the damages of this incident and in some cases lead to the 

loss of their life. Therefore, a smart and efficient system to 

detect falls of elderly people seems essential. The techniques 

that have been proposed to date to signify people’s falls can 

be classified into three general categories:  

 Sensor networks and wearing sensors. 

 The use of gyroscopes, accelerometer and devices 

for detecting the vibrations caused by falls. 

 Monitoring the dynamic state based on video analysis. 

In the system designed by Alexander et al. [7] sensor 

network techniques have been used for monitoring and 

online surveillance of the elderly. Another technique is 

employing wireless sensor network and alar system in 

which the elderly use a button to declare their situation in 

case of suffering a fall. The main shortcoming of this 

system is that the elderly need to wear bulky clothes and 

in case they forget to do so, they will not be able to 

declare their situation at the time of the fall.  

Furthermore, this technique will be inoperable in case the 

person loses his/her consciousness after the fall. Vibration 

analysis instruments, gyroscope, status belts and pressure 

gauge board are other methods designed according to 

individuals’ manner of movement. In 2008, Bourke et al. [9] 

created a secure threshold for fall detection algorithms which 

used a biaxial gyroscope. The simultaneous combination of 

the accelerometer system of the elderly’s movement and the 

estimate of the movement’s direction was also proposed by 

Nyan [10]. The vibration analysis system is also used in 

detecting the fall of the elderly or the disabled. Among all 

current systems, the real-time systems which detect the fall 

of people based on analysis of video images have the highest 
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efficiency and accuracy [11]. As to the designing of video 

surveillance algorithm, Naseimento [12-13] proposed 

methods based on the analysis of machine vision in detecting 

changes in individuals’ position. In 2012, Liao and Huang 

[14] detected slips and falls of people based on Bayesian 

networks. Each of the current systems has strengths and 

weaknesses with regard to their detection. Low accuracy, 

low processing speed, lack of real-time response to the 

events in some of the above cases and high levels of positive 

error are among the weaknesses of such systems. 

2. Methodology 

The method proposed for detection of the elderly’s 

falls in this paper draw mainly on video processing 

techniques to detect the target area. The algorithm has 

been shown in in Fig. 1 and the main body of the system 

will be introduced in following sections accordingly. 

2.1 Conversion from RGB to HSV space 

In many machine vision and image processing 

algorithms, the intensity of disproportionately high or low 

light, such as shades in separating a special part of the 

image, produces error. The color space, which is the result 

of the removal of unwanted effects of light, is the 

conversion to HSV space. Using the features of color space 

in HSV environment can reduce the complexities between 

the image surface and the intensity of unwanted light which 

causes errors. In calculation of H section, it is assumed that 

M=max (R,G,B), m=min (R,G,B) and d=M-m. The values 

of r, g and b are also calculated according to r= (M-R)/d, 

g= (M-G)/d and b= (M-B)/d. The main function of frame 

conversion from RGB into HSV space is minimizing the 

effects of the individual’s shadows in images, which is 

the major cause of errors in mode separation. 

 

 

Fig. 1. Proposed algorithm structure 

 

2.2 Adaptive gaussian mixture model (AGMM) 

Gaussian Mixture Model (GMM) is a parameter of a 

probability density function that specifies the weighted 

sum of Gaussian component densities. This model uses 

fixation technique to maximize the likelihood or 

probability for some of the parameters and its function is 

similar to K-means algorithm. A Pixel I at position x and 

time t is modeled as a mixture of K-Gaussian distributions.  

The current pixel value in the probability distribution 

is calculated according to (1): 
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In this equation, the parameters          ,          and 

        
  are weight, mean and variance of the ith Gaussian 

model in the mixture at time t-1 respectively and also ɳ  is a 

Gaussian probability density function that is obtained as (2): 
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The parameter initialization of the weight, the mean 

and the covariance matrix will be performed using 

updating producer of k-means algorithm. In this model, 

the parameters          ,          and         
  are updated 

based on the new pixel It,x and the covariance matrix is 

calculated (3) due to the assumption of independent color 

components (R, G and B): 

ixtixt ,,,,
      (3) 

If It,x is a standard Gaussian, the current pixel called 

matched or adapted pixel. 

ixtixtxt TI ,,1,,1,         (4) 

Matched pixels can be found using this approach and 

in overall if one of the K Gaussian is adapted, the adapted 

Gaussian is updated as (5) and (6): 
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In these equations, RAO is defined as a learning rate 

which changes the converge fast of µ and    so is 

combined by known parameters in (7): 
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Similarly, the weights are updated according to the 

following procedure: 

)()1( ,,,1,, itixtixt MWW       (8) 

In which Mt,i=1 is set for the adapted Gaussian and Mt,i=0 

for the others. The learning rate α is used to update the 

weight and its value ranges between 0 and 1. If none of the K 

Gaussian component adapts the current pixel value, the least 

weighted component is replaced by a distribution with the 

current value as its mean, a high variance, and a low value of 

weight parameter is chosen as (9) and (10) and finally the 

weights are normalized as (11) so that ∑          
   : 
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The number of distribution K is estimated according 

to the wk divided σk merit function and the first 

distribution of (B) is used as a foreground model. B 

function is calculated according to equation (12) 

sufficiency: 
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In which T is the lowest decimal value in the 

foreground model. During the conversion, the foreground 

and background are separated. If a pixel I do not matches 

with any one of the background component, then the pixel 

is marked as foreground. Fig. 2 shows a set of frames 

taken from a video sequence as well as the application of 

conversion to HSV space and Gaussian mixture model.  

 

 

 

 

Fig. 2. The person falls on the bed and GMM is applied to separate the moving part of the image in 40 frames with 5 step. 

 

2.3 The anatomical changes of human body 

during a fall 

After separation of the foreground and background of 

the image, the location and position of the person is 

identified. The main advantage of this process is the 

identification of the person’s posture relative to the 

horizontal and vertical axes. After the removal of the 

additional image pixels and by defining an estimated oval 

that specifies the position of the person, information about 

the shape, form and direction of the person’s movement 

can be obtained. In two-dimensional coordinate system, 

the estimated oval is made of (x, y) center, φ direction and 

d1 and d2 diameters. When a change in the manner of 

movement is made, the analysis of two indexes is of 

paramount importance. 

 Standard deviation of the movement direction (ɳ φ) 

in the estimated oval. 

 Calculating the ratio of d1 and d2 as well as standard 

deviation ɳ  d1/d2. 

In Fig. 4 the estimated oval technique is applied on the 

sample frames (Fig. 3). In this Figure, a set of 9 frames 

has been shown in which an estimated oval based on the 

formal mold of a person’s body has been depicted. 

 

 

 

Fig. 3. Images from left to the right, 135, 140, 145, 150, 155, 160, 165 and 170 frames, and the change of oval based  

on variation in one's posture has been depicted. 

3. Motion Estimation 

The important features are extracted from motion 

estimation that is suitable tools to analysis of motion. 

Intelligent drawing of estimated ellipse will due to elicit 

diagonals of ovals and direction of motions. Also motion 

estimation includes: 

A. Motion Vector 

The direction of motion based on (13): 
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Where       and       are horizontal and vertical 

components (for estimated j
th

 ellipse) in i
th

 frame. I is 

interested area which is segmented from body shape. 

B.  The Speed of Motion  

The speed of motion is calculated by using Euclidian 

norm between (xt,yt) and (xt+1,yt+1). 

C. Motion History Image (MHI) 

The process of moving in successive frames of a video 

sequence can be considered as a type of a memory. The 

person’s motion history in the combined image or images, 

which defines the precedent of the person’s movement, is 

one of the techniques used for displaying the process of 

movement in the elderly, which according to the binary 

sequence of the motion area of the person, is modeled 

based on D (Pixx , Pixy , t) taken from the sequence of the 

main image I (Pixx , Pixy , t).  

Each pixel in the images representing the precedent of 

individual motion by PMMI is shown according to equation 



 

Rezaee & Haddadnia, Design of Fall Detection System: A Dynamic Pattern Approach with Fuzzy Logic and Motion Estimation 

 

184 

(14) which is, in fact, the temporary memory of 

movement in each point that occurs in time interval T 

(1 T N£ £ ) in which N is the number of sample frames in 

the input video sequence. 
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In the frames showing the previous movements, the 

pixels with higher brightness change show greater motion. 

To quantify the person’s movement, the Cmotion coefficient 

is estimated according to motion in frames which is 

recorded every 500ms. This coefficient is calculated 

according (15).  
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This equation is expressed based on pixels belong 

current frame and other pixels with lower values which is 

belong on pervious motions in [0-1] range. The motion 

history image algorithm applied on set of frames of 

sample clip in Fig. 4. 

 

 

Fig. 4. Motion History Images (left to right and buttom column) for 95 to 170 frames, 95 to 110 frames, 105 to 120, 115-130, 125-140, 135-150, 145-
160, 155-170 frames of a sample video sequence or 132 video frames. 

4. Motion Classification Based on Fuzzy 

Logic Motion Estimation 

Fuzzy logic system is effective technique which is 

based on logical reasoning and uses the concept of 

degrees awarded to each member or membership function. 

Fuzzy logic gives an accurate expression of the correct 

Boolean propositions. In classical logic sets the 

membership function u(x) of an element x belonging to a 

set A could take only two values: 1 and 0. In contrast to 

classical logic sets the membership function of a fuzzy set 

is in form of a curve which displays how each point of 

space is mapped to a degree of membership, in other hand, 

           . The proposed fuzzy inference system is 

composed of three steps that include Fuzzification, Fuzzy 

rules and inference system and De-fuzzification steps. 

4.1 Fuzzification 

In the process of fuzzification, membership functions 

defined on input variables are applied to their actual values 

so that the degree of truth for each rule premise can be 

determined. Fuzzy statements in the antecedent are 

resolved to a degree of membership between 0 and 1 and 

also membership functions take different shape. We use A 

trapezoidal membership function in this paper in which is 

specified by four parameters as A=trapezoid(x,a,b,c,d). 

This membership function has a flat top and really is just 

a truncated triangle curve. These straight line membership 

functions have the advantage of simplicity. This function 

is described as: 
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Three member functions for each input are shown in 

Fig. 5.  

4.2 Fuzzy inferencing 

To assay the severance of the rule antecedents, we use 

the OR fuzzy operation.  Typically, fuzzy expert systems 

make use of the classical fuzzy operation union: 
 

AB(x) = max [A(x), B(x)]   (17) 
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Fig. 5. Inputs of fuzzy model, (a) relative motion vector, (b) relative 
MHI, and (c) speed. 

Similarly, in order to assay the conjunction of the rule 

antecedents, we apply the AND fuzzy operation 

intersection: 
 

AB(x) = min [A(x), B(x)]   (18) 
 

Three input variables, which were introduced in the 

previous section, are directly involved in determining the 

normal walking of the elderly. Two output variables were 

also used to indicate its value in decision-making 

classification of the motion. Five sets of IF-THEN fuzzy 

rules have been shown in Table 1 using an inference 

system along with a trapezoidal function as the 

membership functions. The output of the system includes 

the classification of the normal and abnormal movement’s 

modes, which has been divided into six different intervals. 

There are three inputs variables (X1, X2, and X3) and two 

outputs (Y1, Y2) in this inference system.  

 

 

 

 

 

 

Table 1. A representation of the rules extracted from fuzzy system 

Rules 

If 

X1 X2 X3 

Then 

Y1 Y2 

1 L L L 1 0 

2 L L M 1 0 

3 L L H 1 0 

4 L H L 1 0 

5 L H M 1 0 

6 L H H 0 1 

7 M L L 1 0 

8 M L M 1 0 

9 M L H 1 0 

10 M H L 1 0 

11 M H M 1 0 

12 M H H 0 1 

13 H L L 1 0 

14 H L M 1 0 

15 H L H 1 0 

16 H H L 1 0 

17 H H M 0 1 

18 H H H 0 1 

4.3 De- Fuzzification 

In the final phase, the motion classification based on 

fuzzy logic is proposed to distinguish the normal or 

abnormal walking. The last step in the fuzzy inference 

process is de-fuzzification that helps us to evaluate the 

rules, but the final output of a fuzzy system has to be a 

crisp number. The input for the de-fuzzification procedure 

is the accumulate output fuzzy set and the output is a 

single number. We have several de-fuzzification 

techniques, but the centroid method finds the point where 

a vertical line would slice the accumulate set into two 

equal masses. Mathematically this center of gravity (COG) 

can be defined as: 
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    (19) 

A logical appraise can be obtained by calculating it 

over a sample of points. 

5. Results and Discussion 

In three steps, the detection process of a fall in video 

images was carried out. These three steps were:  

 Quantification of movements and modeling accordingly.  

When Cmotion changes from the defined threshold, 

which has been obtained according to the statistical 

calculations of video images, the movements similar to 

the occurrence of a fall can be detected.  

 Analysis of the body shape and form in the binary frame  

One of the main parameters which will undergo 

tremendous changes is ɳ φ or standard deviation in the 

direction of motion. In average, of 96 tested video 

sequences, ɳ φ was about 15 degree and the ratio of ɳ d1/d2 

was 0/9.  

 The inactivity of the elderly after the fall. 

The parameters that might change after a fall or during 

inactivity of the person are expressed as follow:  
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o Cmotion  > 5% 

o Standard deviations ɳ x and ɳ y which are both 

smaller than 2. 

o Standard deviations in the estimated oval equations, 

which under conditions ɳ d1<2, ɳ d2<2 and ɳ φ<15
o
 

shows the inactivity or stillness of the elderly after 

suffering from a fall.  

To evaluate the performance of the proposed system, 

the behavioral model of detection algorithm is simulated 

based on the criteria of valuation where the outputs have 

been compared to reality. Also, the model of inferred 

motion is verified using actual measured values as inputs. 

The system was implemented on set of video 

sequences taken from CASIA, CAVAIR databases [15-16] 

and the samples of the elderly’s falls in Sabzevar’s 

Mother Nursing Home containing the occurrence of the 

falls, abnormal gate and normal gate in Iran. All 

sequences were randomly converted into 4 categories of 

Movie with these details: AVI format, 120×160 pixels 

resolution and 15 fps. 

To examine the performance of developed models, 

various criteria are used to calculate errors. In the next 

equations, Fk shows the real value of the variable being 

modeled or forcasted (observed data), and Ak is the real 

mean value of the variable and N is the number of test 

observations [17]. In Fig. 6, the performance of proposed 

system is dedicated for original walking and predicted 

posture of walking in sample time. 

 

Fig. 6 Results for fuzzy predictor for various posture of walking among 
normal walking and abnormal walking like falling 

The MAPE (Mean Absolute Percent Error) proposes 

the size of the error in percentage terms. It is calculated as 

the average of the unsigned percentage error, as shown in 

the (20): 
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The root-mean-square deviation (RMSD) is a 

frequently used measure of the differences between 

values predicted by a model or an estimator and the 

values actually observed [17]. Basically, the RMSD 

represents the sample standard deviation of the 

differences between predicted values and observed values 

as (21). 
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Standard deviation error (SDE), according to (22), 

indicates the persistent error even after calibration of the model. 
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Errors in modeling with considering MAPE, RMSD 

and SDE are summarized in Table 2 so that the error rate 

is minimal and the proposed algorithm not only has the 

capability to classify, but fuzzy system can also act as a 

good walking predictor. In this table, the threshold of 

falling is assigned for different postures and different 

angles of walking. Accelerometers and vibration analysis 

systems are facing with the sensitivity between 90%-95% 

and specificity higher than 95%. While the sensitivity and 

specificity of the algorithm based on machine vision is 

respectively 85-95% and 90%-100% [18-24].  

Table 2. The received video sequences, calculation of MAPE, RMSD, 

SDE and Precision of the proposed algorithm  

 

Input Parameters Error Criteria  

On MV 

parameter 

On MHI 

parameter 

On Speed 

parameter 

MAPE 

(%) 
RMSD SDE 

Precision 

(%) 

Threshold 

Value 

0.2 - - 3.5708 0.0128 0.0379 96.42 

0.27 - - 4.8461 0.0172 0.0510 95.15 

0.34 - - 5.5545 0.0197 0.0583 94.44 

0.67 - - 5.9079 0.0637 0.1406 94.09 

0.74 - - 6.3717 0.0645 0.1425 93.62 

0.8 - - 7.0675 0.0657 0.1459 92.93 

0.27 0.35 - 6.8614 0.0601 0.1332 93.13 

0.74 0.35 - 7.9326 0.0595 0.1336 92.06 

0.27 0.65 - 8.6511 0.0594 0.1346 91.34 

0.74 0.65 - 9.3696 0.0594 0.1361 90.63 

0.27 0.35 0.5 8.3842 0.0682 0.1532 91.61 

0.74 0.35 0.5 9.0926 0.0695 0.1570 90.90 

0.27 0.65 0.5 10.0881 0.0596 0.1382 89.91 

0.74 0.65 0.5 10.5671 0.0597 0.1400 89.43 

Mean 

Value 

If T=0.35 4.4210 0.0157 0.0466 95.57 

If T=0.5 7.5382 0.0267 0.0788 92.46 

If T=0.65 10.0887 0.0357 0.1053 89.91 

Therefore, systems based on machine vision 

techniques in terms of accuracy and sensitivity is 

competitive in performance compared to other techniques 

such as sensor network and accelerometers and vibration 

analysis systems. Unlike other techniques, the method of 

video processing has the advantage which is doing 

intelligent monitoring of the elderly person and is 

comfortable wearing heavy clothing. 

6. Conclusions 

Based on the analysis of video sequences, using 

machine vision and fuzzy logic, the proposed system 

detects the occurrence of the falls with higher precision and 

lower SDE. The practical results and final simulation of the 

algorithm showed that the system, though using a single 

camera to capture the movements of the elderly, produced 

higher sensitivity and specificity compared to similar 

methods. 93% accuracy, low mean absolute percent error 

(MAPE) and high detection rate have dramatically 

increased the reliability of the system performance. The 

accurate prediction of the fall of the elderly based on the 

analysis of video images will be among the future 

researches of the author. It would be based upon motion 

equations and biomechanics joints of the elderly. 
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Abstract 
Real time face recognition systems have several limitations such as collecting features. One training sample per target 

means less feature extraction techniques are available to use. To obtain an acceptable accuracy, most of face recognition 

algorithms need more than one training sample per target. In these applications, accuracy of recognition dramatically 

reduces for the case of one training sample per target face image because of head rotation and variation in illumination 

state. In this paper, a new hybrid face recognition method by using single image per person is proposed, which is robust 

against illumination variations. To achieve robustness against head variations, a rotation detection and compensation stage 

is added. This method is called Weighted Graphs and PCA (WGPCA). It uses harmony of face components to extract and 

normalize features, and genetic algorithm with a training set is used to learn the most useful features and real-valued 

weights associated to individual attributes in the features. The k-nearest neighbor algorithm is applied to classify new 

faces based on their weighted features from the templates of the training set. Each template contains the corrected 

distances (Graphs) of different points on the face components and the results of Principal Component Analysis (PCA) 

applied to the output of face detection rectangle. The proposed hybrid algorithm is trained using MATLAB software to 

determine best features and their associated weights and is then implemented by using delphi XE2 programming 

environment to recognize faces in real time. The main advantage of this algorithm is the capability of recognizing the face 

by only one picture in real time. The obtained results of the proposed technique on FERET database show that the 

accuracy and effectiveness of the proposed algorithm. 

 

Keywords: EBGM; Face Recognition; PCA; Weighted Feature; WGPCA. 
 

 

1. Introduction 

There has been a great deal of progress in face 

detection methods. This field has been concerned 

researchers of several disciplines such as image 

processing, pattern recognition, computer vision, neural 

network and computer graphic [1] because of its high 

accuracy and low intrusiveness [2]. The performance of 

the most face recognition algorithms can be seriously 

affected by the limited number of training sample per 

person [2]. 

There are two major steps in face recognition 

algorithms. First, it is necessary to know whether any 

human face is available on the image. This is called face 

detection step. In the second step, by means of extracted 

features from the image, the aforementioned face should 

be recognized which is called face classification step. 

In the face detection step, there are number of 

algorithms that can detect frontal face position in an 

image. Learning based approaches [3] estimate the 

complex non-convex face and non-face from training 

images. In these methods, the problem is to select 

sufficient pattern to adequately characterize non-face 

space. Some other methods [4] use multiple features such 

as color, shape and texture to segment faces from the 

background. Although these methods are fast, they suffer 

from complex backgrounds. One of the fastest and most 

reliable algorithms used in this step is HAAR-like 

algorithm which is used to reliably detect objects in real 

time. HAAR-like features were introduced by Viola et al 

[5] and are successfully used in much object detection and 

face detection methods [6]. The goal of face detection is 

to specify existence of face in an image that is a frame 

obtained from a surveillance camera or an individual 

stored image and if exists, accurately determination of 

face position in the image.   

Face recognition refers to an automatic method that 

identifies an individual face image and pre-trained 

templates on a database. Face recognition techniques can 

be divided into three main categories. The earliest 

methods are local feature-based matching methods [7, 8]. 

These approaches are based on detection of individual 

facial features such as eyes and nose, and comparing to 

the corresponding features stored in the database. Elastic 

Bunch Graph Matching (EBGM) and its variations are 

included in this category. In EBGM local information 

extracted with Gabor filters is used for discrimination. 

Second category is holistic feature-based matching 
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methods [9,10]. These methods are centered on using the 

whole face region as raw input for face recognition 

system. Principal Component Analysis (PCA), Linear 

Discriminate Analysis (LDA), Independent Components 

Analysis (ICA), Fisher’s Linear Discriminate (FLD) and 

their variations are examples of this category. The last 

one is hybrid matching method that uses both local and 

holistic features [11]. 

After extracting facial features form input face image 

the image is classified as one of predefined target faces. 

In this stage classification is performed using neural 

network, statistical methods or any other pattern 

recognition methods. It has been shown that hybridizing 

genetic algorithm (GA) and a K-Nearest Neighbor (KNN) 

classification, as a statistical method, can be used in 

classification [12]. This method improves the 

performance of the k-nearest neighbor algorithm and can 

be used in optimization problems. In the presented 

method 82 points are extracted from face using Active 

Shape Model (ASM) and some feature vectors obtained 

from PCA. Since there is 3321 distances between 82 

points, these distances and PCA vectors are stored as 

template for targets. GA is used to determine weights 

related to each feature. 

It is not a simple matter to find an optimal vector of 

attribute weightings. In this paper we show how to use a 

GA-WKNN and human face component harmony in face 

recognition. 

This paper is organized as follows: In section 2 the 

k-nearest neighbors with genetic algorithm is presented. 

In section 3 the proposed full automated hybrid face 

recognizer is introduced in details. Experimental results 

and a comparison of existing and the proposed methods 

are given in section 4 and a conclusion is drawn in the 

last section. 

2. The K-nearest Neighbours Classification 

and Genetic Algorithm 

The Nearest Neighbor (minimum distance) 

classification algorithm (NN) is based on the idea that, 

given a data set of classified examples, an unclassified 

individual should belong to the same class as its nearest 

neighbor in the data set [13]. The measurement of 

proximity, or similarity, between two individuals is given 

by equation (1). 

    {∑ (       )
  

   }

 

 
    (1) 

 

Where xia, is value of the ath attribute for the ith 

datum. In K-NN, a new instance is classified by looking 

at its nearest neighbors. Then the unclassified individual 

is assigned to the class of the majority of its k closest 

neighbors. This algorithm is simple, quick, and effective. 

It corresponds to incorrect results, however, in the case of 

face recognition because portion of features that are 

significant in the classification process is small with 

respect to the number of less important features. Given a 

vector of features, the KNN treats each feature as equal in 

the classification process. So, it is necessary to use 

Weighted KNN (WKNN) instead. 

Assigning proper weights to the extracted features 

modifies the importance of features to reflect its relevance 

in recognition. Muscular structure of human face results 

in variations in face components positions and shape also 

illumination conditions, position of face according to the 

camera and many other factors makes the aforementioned 

variety of importance.  

Genetic algorithm is a heuristic algorithm used in 

optimization and machine learning inspired from 

processes of biological evaluation. John Holland created 

the genetic algorithm field [14]. GA can efficiently solve 

the large parameter optimization problems and is used to 

find an optimal solution for the problems. Since genetic 

algorithm do not relay on problem specific knowledge, it 

can be used to find solutions that is difficult to find by 

classic mathematics. Chromosomes represent solutions 

within the genetic algorithm. Chromosomes are grouped 

into population (set of solutions) on which the genetic 

algorithm operates. In each step (generation), the genetic 

algorithm selects chromosomes from a population 

(selection is usually based on the fitness value of the 

chromosome) and combines them to produce new 

chromosomes. These offspring chromosomes form a new 

population (or replace some of the chromosomes in the 

existing population) in the hope that the new population 

will be better than the previous ones. Populations keep 

track of the worst and the best chromosomes, and stores 

additional statistical information which can be used by the 

genetic algorithm to determine the stop criteria. In the 

case of determining face features weighting, we have 

about 4000 face features that should be evaluated. 

Because weights are real values and there is large number 

of features, the search area for optimal values is infinite 

and it is impossible to find optimal values by classic 

mathematics. The only option is use of heuristics 

algorithms, and we use GA. 

3. Proposed Algorithm 

As mentioned all face recognition algorithms consist 

of two different steps, face detection and face 

classification. In face classification step, first some useful 

features should be extracted from the image by an 

accurate image analyzing technique and then image 

should be classified according to extracted features from 

the primary image.  

3.1 Face detection 

There are number of algorithms that can detect frontal 

face position in an image. In this section HAAR-like 

feature is used in Adaboost algorithm to reliably detect 

faces in real time. This approach is used because of its 

speed and accuracy. This technique is based on the idea of 

wavelet template that defines shape of a template in terms 

of wavelet coefficients of the image. With a scaling factor 

of 1.1, as recommended in [15], the input image is scanned 
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across location and scale. According to AdaBoost 

algorithm [3] a set of weak binary classifiers is learned by a 

training set. Each classifier is a function composed of a 

rectangular sum followed by a threshold. The features 

consist of boxes of different sizes and locations. 

3.2 Local and holistic feature extraction 

In this article, the recognition system has only one 

picture of the target face that it should gain the maximum 

use of the picture to be robust to head rotation and 

illumination variations. Therefore, integration of global 

and local features is implemented to achieve maximum 

use of the training set. 

3.2.1 Local features 

In this stage, face features are extracted from the 

output square region in face detection block. Facial 

ground truth is found according to Active Shape Model 

(ASM) algorithm as local features. ASM is a powerful 

tool for shape localization problems. In ASM, a set of 

points are assumed to be a flexible model of image 

structure whose shape can vary. A set of points are 

aligned automatically to minimize the variance in distance 

between equivalent points [16]. To achieve higher speed 

and accuracy, the algorithm search area for each 

component is restricted. As shown in Fig.1, the location 

of 82 points is specified in input face image. 

According to our work on FERET [17], ORL [18] and 

face94, face95, face96 and grimace databases [19], every 

facial component has a region and a harmony exists about 

place and size of these components. 

 

Fig. 1. Of Point Extraction Results from FERET and Face94 Databases 

The first component that will be found is eye. Because 

of kind of HAAR-like template, we use eyes which are 

around the height middle of the face boundary square. In 

worst case, pupil was about ±1/10 far from middle of the 

height. So, for assurance we consider it to be ±1/5. 

Therefore, if upper right corner of the square would be 

center of coordinates, with respect to the pupil and eye 

width, vertical search region for eyes would be [2/5w 

3/5w], where w denotes length of the extracted face 

boundary square. Different components should be 

sequentially analyzed. 

 

 

 

 

 

 

 

 

Table 1: Proposed search boundary for each facial component 

Graph name X Y 
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Fig. 2. Search Area for Left Eye Model inside the Result of HAAR-like 

Detection. 

We extract the points from the following components: 

eyes, eyebrows, nose, under eyes wrinkles, lips, lower jaw 

boundary and finally individual points such as point 

between eyebrows (middle of inner points of eyebrows to 

find rotation radius), concavity at the upper part of nose, 

nose tip and middle of nose holes. TABLE I shows search 

boundary for each component. The other points are inside 

one of models. 

As shown in Fig.2, for all tested facial images in 

FERET database, left eye is inside its corresponding 

proposed region. These images have been chosen from 

those of different size and rotation state. 

Rotation of head around vertical axis changes 

distances between points, especially horizontal ones. To 

eliminate this effect, a distance correction stage is applied. 

With respect to the place of nose tip and eyes, and eyes 

versus mid line, degree of rotation of head around vertical 

axis is found and corrected. 

                                                           
1 y of upper point found on left eye 
2 y of left eye inner corner 
3 y of left eye outer corner 
4 y of upper point found on right eye 
5 y of right eye inner corner 
6 y of right eye outer corner 
7 found coordinate of right eyebrow inner point 
8 found coordinate of left eyebrow inner point  
9 y of point between eyebrow 
10 Maximum y of lip model 
11 x of left eye outer corner 
12 x of left eye inner corner 
13 x of right eye outer corner 
14 x of right eye inner corner  
15 minimum of outer eye point on y axis 
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Fig. 3. Top View of Face, his distance between nose tip and a vertical 

plane passing center of eyes points. 

In a front view of face, projection of face on the x-y 

plane and for a face perpendicular to camera in most cases, 

as shown in Fig.3, horizontal position (x) of nose tip is in 

the middle of left and right eye, on the x axis, but in a 

rotated face this is changed and x of nose tip is equal toa 

instead of L/2 and L is being seen as L×Cos(q). Real values 

can be calculated from a, b and h using equation (2). 

  
 

   (      (
   

 
))

    (2) 

For a real time automatic face recognition system, 

calculations can be reduced by means of a lookup table to 

correct important distances rapidly. 

3.2.2 Holistic features 

Holistic features represent a global appearance of 

sample. Principal Component Analysis (PCA) is a holistic 

feature that is widely used in face recognition. PCA is a 

statistical method for reducing dimension of data set while 

retaining the majority of the variation present in a dataset.  

Recent works on face recognition have introduced 

linear and nonlinear dimensionality reduction techniques 

based on PCA. KPCA (kernel PCA), 2DPCA, B2DPCA 

are examples of these techniques. PCA identifies the 

linear combinations of variables and ignore the high order 

correlation value [9].  

3.2.3 Specifying feature weights 

Both holistic and local facial features of target and 

input data are compared using KNN algorithm. To 

improve the effectiveness of KNN approach, GA is used 

to select important features [20]. This decreases process 

time that is important in real time recognition. It has been 

shown that specifying proper weights increases the 

efficiency for every feature [12]. This stage is performed 

once by the researcher and there is no need for weight 

determination in the real time recognition application. 

The real time application just loads predetermined 

weights at startup and performs real time process. 

Determination of effective weights for a WKNN face 

recognition algorithm with more than 3000 feature vector 

is a hard optimization problem with an infinite search 

space. Since 82 points are extracted from the facial image, 

there is 82*(82-1)/2=3321 distances between these points 

which should be analyzed for every target. Every gene 

can have infinite number of real values between 0 and one. 

The comparison should be performed for every target and 

for every generation. 

Solving this problem is impossible with classic 

mathematics. In GA-WKNN process chromosomes are 

vectors of real valued weights between 0 and 1.  

Therefore optimization problem shown in (3) should 

be solved. 
 

    ∑    |       |
 
      (3) 

 

Subject to      
Where    is weight for     feature,     is     

feature for     target and     is     feature for an input 

face image that its correct target is   . 

3.3 Face classification 

Face classification is the problem of identifying to 

which of a set of categories (sub-populations) a new 

observation belongs. In the training stage both features 

will be extracted normalized and stored in a database. In 

the test stage features of receiving new input is compared 

to the stored templates with respect to predetermined 

weights and classified to a category that has minimum 

weighted Euclidean distance from the input feature vector. 

There may be an input face image that does not belong to 

any of the stored categories.  

Therefore, in order to prevent misclassification a 

threshold is assumed to categorize input face images that are 

not similar enough to the selected target, as an unknown face. 

Fig.4 depicts the block diagram of the face recognition 

system. This diagram consists of three main parts, Train, test 

and weight determination which is implemented once and 

not included in the real time face recognition.  

In the training process position of target face is first 

determined. Found face region is then sent to perform 

local and global feature extraction. Normalization process 

is needed before PCA feature extraction and after distance 

calculation to reduce face image variability due to 

lighting and size. 
 

 

Fig. 4. The Block Diagram of the Proposed Face Recognition System 
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Image is rescaled to 128×128 pixels and histogram 

equalization is performed before PCA and distances are 

normalized with respect to the detected square region.  

In the test stage the same process is done and resulting 

template is compared to the stored target templates 

Weight determination process is performed once and 

it is not included in recognition process. 

4. Simulation Results and Discussion 

4.1 Weight determination 

As mentioned before, weight determination is 

performed once, and is not included in the real time process. 

Since process speed is not an issue in the weight 

determination, in this stage we used MATLAB 

optimization toolbox. To gain the accuracy of optimization 

toolbox, we first extract templates from training faces using 

an application developed in Delphi programming 

environment. This application uses OpenCV library [15] in 

face detection phase. Using the extracted templates, genetic 

algorithm has been implemented with 200 iterations, 20 

population, 20 targets and 111 training samples. It takes 

138 minutes with a core i7 2.2GHz system to find optimum 

weights and increase recognition rate from 84.6% to 93.7% 

of correct classifications. For every class only one fa 

picture is used as a known sample. Fig. 5 shows the 

convergence of population to the optimum weights for this 

experiment. In this and next experiment the important 

matter is finding proper weighting and the code is not 

optimized in the case of speed. 

In a second experiment, we use a computer sever with 

16 CPU of 2.9 GHz and Matlab 2010a optimization 

toolbox on windows server 2008. Using the 

aforementioned templates, 502 samples in 197 categories 

were tested with 500 iterations and population of 30. It 

took about 26 hours to reach 94% of accuracy. The 

convergence has been shown in Fig. 6. 

 

Fig. 5. First GA Experiment: with a 20 target database and 111 samples 

best weights has been determined for best classification results. 

In both experiments equation (4) was used as fitness 

function. 
 

             ∑   
 
      (4) 

Where NMC is number of misclassifications, di is 

distance of the ith sample from correct target and k is 

number of samples. A typical distance between target and 

probe image was about 50. Therefore, we should regulate 

the cost function with respect to that distance. As 

mentioned, we considered the number of 

misclassifications which is more important than the 

distance. We have empirically used the coefficient of 500 

in the equation to consider the importance. Due to 

adaption of the genetic algorithm, little changes in the 

coefficient do not have any effect on the final results. 

 

Fig. 6. Second GA Experiment: with a 197 target database and 502 
samples best weights has been determined for best classification results. 

4.2 Classification results 

After obtaining optimal weights, classification is 

applied to FERET database with 699 stored targets. One 

image of fa series is chosen as target and other fa, fb, hl, 

hr, ql, qr, ra, rb, rc, rd, re has been tested separately. As 

we may not expect to recognize a 90 degree rotated face 

from a frontal face image (an example of the situation is 

shown in Fig. 7), recognition percentage is very low in 

this situation. Frontal facial image in different 

illumination, hair styleand clothing can be recognized 

with a high correct decision percentage using the 

proposed method, and recognition percentage is reduced 

in series other than fa and fb. Table (2) shows detection 

and recognition results for different series. An example of 

some FERET image series has been shown in Fig. 8. 

4.3 Method comparison 

Most of recent works on face recognition have 

implemented more than one image per person as training 

set [21,22]. Q. Gao Et. Al. [23] proposed novel subspace 

method called sequentialrow–column independent 

component analysis (RC-ICA) for face recognition and 

implemented experiments 400 gray level frontal view 

from 200 persons from FERET database. One fa was used 

as training and an fb image as probe for each person. PCA, 

2D-PCA, BDPCA, W-BDPCA, ICA, EICA and the 

proposed row-ICA and RC-ICA methods are used for 

feature extraction, and then a nearest neighbor classifier is 

employed for classification. Fig.9 shows experimental 
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result of the experiment in addition to our proposed 

hybrid WGPCA method. Results clarify that our proposed 

method outperforms all those methods in spite of more 

target classes and more variation of probe face images. 

Movellanet. al. [24] reported face recognition results 

using PCA and ICA for three different conditions of same 

day different expression, different day similar expression 

and different day different expression. Most of correct 

recognition percentage was under 90%. In these 

experiment best results is obtained in same environmental 

condition and deferent facial expression that is about 90% 

of correct classification. 

 

Fig. 7. Left picture shows one of re faces and right picture shows one of 

fa faces as it is clear from their names. 

Table 2: Detection and recognition results for different series of feret 

database with 699 target classes having one fa series facial image per class 

Series name Detection Recognition 

fa 99.72% 97.40% 

fb 99.76% 94.10% 

hl 33.57% 8% 

hr 38.62% 9.40% 

ql 77.90% 35.82% 

qr 94.20% 54.25% 

ra 42.34% 8.51% 

rb 91.89% 54.90% 

rc 99.06% 66.82% 

rd 61.76% 12.70% 

re 18.62% 0% 

As it is shown in Fig.10, 94.1% of correct decisions 

over different day, expression, lighting and size is better 

than all results of the report. 

5. Timing profile 

For the final experiment, we designed a full automatic 

application using Delphi XE2 programming environment 

and the proposed algorithm. Completely apart from the 

weight determination stage, speed is a critical issue in the 

current experiment. Therefore, we developed a standalone 

application that automatically detects and recognizes 

faces as a known target or an unknown face. This stage 

does not need to use MATLAB or any of its toolboxes. 

The only connection between this real time application 

and previous mentioned parts is weighting vector which is 

found using MATLAB optimization toolbox, and used in 

real time application. Table 3 shows the timing profile of 

the final recognizer application. As depicted in table 3, if 

normal HAAR-Like algorithm is applied without 

considering possible head rotation around roll
1
 axis it 

took up 194ms to train a new class and about 194ms to 

                                                           
1 Axis perpendicular to frontal view plane of face  

extract features and compare an input face image to 50 

predefined classes using core 2dou 2.4 with 2Gof RAM 

computer system. Using a multi-threaded application 

some of items in the timing profile such as distance 

calculations and PCA can be executed in parallel. This 

will significantly reduce the process time.  

 

Fig. 8. An Example for some FERETImage Series 

 

Fig. 9. Comparison of WGPCA with Other Methods Using fa and fb 

FERET Series 

 

Fig. 10. Face Recognition Performance of WGPCA and Reported 

Results of Movellanet. Al. 

Table 3 timing profile of the recognizer application 

Time(ms) Task  

1 Light and contrast normalization 1 

36 HAAR-Like 2 

222 HAAR-Like with rotation 3 

138 Point extraction 4 

5 Distance measure and multiplication to weights 5 

2 Calculating head rotation and distance correction 6 

10 PCA 6 

1 Array saving 7 

1 comparison to 50 target templates using KNN 8 
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6. Conclusions 

This research shows the influence of using multi-core 

architecture to reduce the execution time and thus increase 

performance of some software fault tolerance techniques. 

According to superiority of N-version Programming and 

Consensus Recovery Block techniques in comparison with 

other software fault tolerance techniques, implementations 

were performed based on these two methods. Finally, the 

comparison between the two methods listed above showed 

that the Consensus Recovery Block is more reliable. 

Therefore, in order to improve the performance of this 

technique, we propose a technique named Improved 

Consensus Recovery Block technique. In this research, 

satellite motion system which known as a scientific 

computing system is consider as a base for our 

experiments. Because of existing any error in calculation 

of system may result in defeat in system totally, it 

shouldn’t contains any error. Also the execution time of 

system must be acceptable. In our proposed technique, not 

only performance is higher than the performance of 

consensus recovery block technique, but also the reliability 

of our proposed technique is equal to the reliability of 

consensus recovery block technique. The improvement of 

performance is based on multi-core architecture where 

each version of software key units is executed by one core. 

As a result, by parallel execution of versions, execution 

time is reduced and performance is improved. 
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