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Abstract 
Rapid growth of Internet results in large amount of user-generated contents in social media, forums, blogs, and etc. 

Automatic analysis of this content is needed to extract valuable information from these contents. Opinion mining is a 

process of analyzing opinions, sentiments and emotions to recognize people’s preferences about different subjects. One of 

the main tasks of opinion mining is classifying a text document into positive or negative classes. Most of the researches in 

this field applied opinion mining for English language. Although Persian language is spoken in different countries, but 

there are few studies for opinion mining in Persian language. In this article, a comprehensive study of opinion mining for 

Persian language is conducted to examine performance of opinion mining in different conditions. First we create a Persian 

SentiWordNet using Persian WordNet. Then this lexicon is used to weight features. Results of applying three machine 

learning algorithms Support vector machine (SVM), naive Bayes (NB) and logistic regression are compared before and 

after weighting by lexicon. Experiments show support vector machine and logistic regression achieve better results in 

most cases and applying SO (semantic orientation) improves the accuracy of logistic regression.  Increasing number of 

instances and using unbalanced dataset has a positive effect on the performance of opinion mining. Generally this research 

provides better results comparing to other researches in opinion mining of Persian language. 

 

Keywords: Opinion Mining; Persian; Supervised Algorithm; SentiWordNet. 
 

 

1. Introduction 

Nowadays, rapid growth in the number of Internet and 

social networks users, has paved the way of accessing 

people’s opinions. Recognizing orientation of this opinion 

is easy for a human being, but since number of these 

opinions is increasing massively, it is impossible to 

analyze all of them manually.  

Therefore opinion mining is required to automatically 

analysis these opinions and extract useful information from them. 

“Sentiment analysis, also called opinion mining, is the 

field of study that analyzes people’s opinions, sentiments, 

evaluations, appraisals, attitudes, and emotions towards 

entities such as products, services, organizations, 

individuals, issues, events, topics, and their attributes”[1]. 

Opinions contain worthy information that are useful 

for both customers and organizations. For example, 

people express pros and cons of different aspects of a 

product in their opinions, so by analyzing them, others 

can be aware of different aspect of products before buying 

them. Opinion mining also lets companies improve 

products, resolve their weaknesses and acquire useful 

information about their rivals. The purpose of opinion 

mining is to obtain such information. 

Different approaches have been developed for opinion 

mining. Most of these approaches were applied in English 

[2-4], Spanish [5-6] and Chinese [7-10]. Although Persian 

language is spoken in different countries, but there are few 

researches that consider opinion mining in Persian. Hence, 

in this article opinion mining in Persian language is 

investigated by applying standard machine learning 

techniques naive Bayes, SVM and logistic regression. For 

this purpose, opinion mining is experimented in different 

conditions. Also different features are incorporated to 

accomplish this task in a hotel domain. Up to now there are 

few researches in opinion mining for Persian language. So 

we decided to do a research in this field, studied different 

methods that are introduced in other languages and 

observed that a new lexicon can be produced for our 

purpose to do opinion mining in Persian language. The 

main reason that we conduct this research is to build 

Persian SentiWordNet and also to investigate the behavior 

of opinion mining in different conditions using this lexicon. 

This article seeks to investigate: 

1. The effect of weighting features by their semantic orientation. 

2. The effect of instance number in Persian opinion mining. 

3. The effect of unbalanced data set in Persian opinion mining. 

4. Persian opinion mining using supervised algorithm. 

The paper is organized as follows. Next section, 

presents basic concept of opinion mining. Section 3 

presents related works on sentiment analysis. Lexicon 

creation and data preparation are described in section 4. 

Section 5 expresses experimental results. In conclusion 

section we present a summary of the article and results. 
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2. Basic Concept 

With rapid growth of social networks, forums, blogs 

and websites, the produced data is increasing rapidly. A 

part of this data is in a form of text. This text contains 

valuable information about different subjects. But raw text 

without analyzing hasn't any value and also the amount of 

this data is too huge. So this text data should be analyzed 

automatically to extract valuable information. Opinion 

mining is a field of study that used for this purpose. 

Opinion is people's belief, idea and view point about 

different subjects. 

Bing Liu [1] defines three general categorizations for 

opinion mining: Document-level, sentence-level, and 

phrase-level. In document-level a whole document is 

analyzed. In a sentence-level, sentence should be 

recognized and then be analyzed. In phrase-level, a phrase 

is identified and then its orientation is determined.  

Researchers have introduced different methods for 

opinion mining. In general these methods are categorized 

in two categories: supervised and unsupervised methods. 

In supervised methods, there are Training and testing data 

to assign an appropriate class to given review and it 

requires labeled instances. Naïve Bayes, SVM and other 

supervised algorithm can be used here. But in 

unsupervised methods there are not any labeled instances. 

For example Turney [4] performs classification based on 

syntactic patterns.  

Also different feature weighting method can be used 

to weight features in supervised algorithms such as Terms 

and their frequency, Part of speech and Sentiment words 

and phrases. 

In this research opinion mining in document level is 

experimented and supervised methods are applied. We 

also used Sentiment word as feature weighting method. 

3. Related Works 

Up to now, different approaches are developed in the 

field of opinion mining. There are two main approaches, 

unsupervised and supervised approaches. 

One of the first approaches in opinion mining applied 

average of phrases’ SO  in a document for classifying 

document as recommended or not recommended[4]. In 

this approach semantic orientation of a phrase is defined 

as a difference of its dependency with “excellent” and 

“poor”. This dependency is number of hits calculated 

from a search engine. 

Pang and Lee applied different Machine learning 

algorithms SVM, maximum entropy and naive Bayes 

with different features [3]. They showed that using 

unigram and present-absent as features achieve better 

results and SVM performs better than other algorithms. 

Zhang et al. [11] examined opinion mining by applying 

SVM, naive Bayes and character based N-gram model. 

Their findings showed that SVM and character based 

approaches outperform naive Bayes approach.  

There are some approaches that applied lexicon based 

opinion mining. Taboada et al. [12] proposed a lexicon 

based approach that called semantic orientation calculator 

(SO-CAL). In this method, they used dictionary of words 

that contains words and their orientation. SO-CAL 

considers negation and strength too. They showed that 

SO-CAL has a consistent performance across different 

domains. Hung and Lin [13] used SentiWordNet and 

SVM for sentiment analysis. They observed that using 

objective words, can improve the performance of opinion 

mining, In Their method, if an objective word appears 

more in positive sentences, it got a positive score and if it 

appears more in negative sentences it got a negative score. 

Martina and Finin [14] introduced new feature, Delta 

TF-IDF
1
. This feature is the difference of word’s TF-IDF 

scores in the positive and negative training corpora. Using 

Delta TF-IDF has improved accuracy. 

Tan and Zhang [15] applied four different feature 

selection methods and five learning method for sentiment 

analysis of Chinese language. They showed that IG 

(information gain) performs best for feature selection and 

SVM outperforms other algorithms for sentiment 

classification. 

Beside this approaches, some researches use clustering-

based approach for classification of document [16-17,2]. 

“The clustering-based approach is able to produce basically 

accurate analysis results without any human participation, 

linguist knowledge or training time” [17]. 

Basari et al. [18] introduced a method for improving 

SVM in sentiment analysis. Their method is combination 

of SVM and Particle swarm optimization (PSO). PSO is 

used for improving SVM parameters. Vinodhini and 

Chandrasekaran [19] applied Principal Component 

Analysis to decrease dimensionality problem in SVM. 

There are few researches that have been conducted on 

sentiment analysis for Persian language. Shams et al. [20] 

proposed a method that is combination of unsupervised 

LDA
2

-based approach and PersianClues lexicon. This 

approach applied machine translation to translate MPQA
3
 

lexicon [21] and used Latent Dirichlet allocation for opinion 

mining. Their method achieved about 80 percent of accuracy. 

Hajmohammadi and Ibrahim [22] used SVM for 

sentiment analysis in Persian. The experimental results 

showed that, SVM performs better than naive Bayes and 

unigram outperform bigram and trigram for feature selection.  

Saraee and Bagheri [23] proposed a new feature called 

Modified Mutual Information (MMI) for Persian opinion 

mining. They examined different features and applied naive 

Bayes as a classifier. The results showed that MMI outperform 

MI (mutual information) as a feature selection method. 

 

 

 

                                                           
1 Term Frequency–Inverse Document Frequency 
2 Latent Dirichlet Allocation 
3 Multi-Perspective Question Answering 
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4. Methodology 

This section expresses different phases of opinion 

mining in this research as is shown in figure 1. Since in this 

article, opinion mining is performed using a lexicon, the 

first phase dedicate to create a lexicon. In next phase, 

required data for opinion mining is collected and then 

collected data are pre-processed. In the classification phase, 

reviews are classified in positive or negative classes. In last 

phase, different problems are investigated. Detailed 

descriptions of these phases are expressed as follows. 

4.1 Persian Sentiwordnet Creation 

There are different lexicons that can be used for 

annotating word’s semantic orientation, but most of them 

are developed for other languages especially for English. 

Each of these lexicons has different mechanism for 

showing semantic orientation. For example, in 

SentiWordNet [24], each word contains three scores 

between [-1,1] and each score stands for positive, 

negative and objective orientation. Bing Liu [25] is a 

lexicon that contains two lists of positive and negative 

words. MPQA is a subjectivity lexicon that shows word’s 

SO as positive or negative and also its subjectivity. 

In Persian language, there is not such a lexicon. 

Shams et al [20] used machine translation to translate 

existing MPQA lexicon to Persian and developed a new 

lexicon named Persianclues. 

We use existing English SentiWordNet for creating 

Persian SentiWordNet. Since each word in SentiWordNet 

has positive, negative and objective score, it didn’t need 

to calculate this score. These scores were used for our 

Persian lexicon. 

In this article, opinion mining is performed by 

applying combination of SentiWordNet and supervised 

algorithms. For this purpose Persian SentiWordNet is 

developed. English SentiWordNet has created by attaching 

positive and negative sentiment scores to WordNet 

synsets
1
 [26]. In fact each word in SentiWordNet has an 

equivalent in WordNet. Therefore for creating Persian 

SentiWordNet a WordNet is required. Second version of 

Persian WordNet [27] is applied for developing a Persian 

SentiWordNet. Persian WordNet contains words in the 

form of noun, verb, adverb and adjective. Each synset 

contains some information such as part of speech, glossary 

and example of word usage. Beside this information, each 

synset has an equivalent in English WordNet. Since each 

word in the English SentiWordNet has an entry in English 

WordNet, this equivalent can be used to map each word in 

the Persian WordNet to English SentiWordNet. By 

considering this equivalent, Persian SentiWordNet is 

developed in three steps: 

1. All words in Persian WordNet doesn’t have 

equivalent in English WordNet, so only those words 

that have English equivalent are chosen. By 

searching automatically in Persian WordNet, 15904 

synsets that have an equivalent were extracted. The 

                                                           
1 Sets of cognitive synonyms 

problem with Persian WordNet is that some synsets 

have more than one English equivalent. For example 

word ”خوب” (good) has five equivalent. For solving 

this problem, average of all equivalents for each 

synset, is calculated for its SO. 

2. In the second step, all extracted synsets from the first 

step are mapped to their equivalent in English 

SentiWordNet and SO of them are retrieved. Each 

word may have multiple SOs in SentiWordNet. So 

average of these entire SOs was defined as the 

word’s SO. In table 1 example of extracted words 

are shown. As you can see some words such as rain 

have only one equivalent and some words such as 

bad have more than one equivalent so we use 

average sentiment of these equivalents as a final 

sentiment. So final positive, negative and objective 

score of “bad” is 0.0416, 0.75 and 0.2083 

respectively.  

3. Retrieved verbs from Persian WordNet are in the 

infinitive form. So stemming is required and NLP
2
 

tool [28] is applied for stemming these words. 

4.2 Data Description 

To assess the opinion mining performance, data are 

collected from Persian website www.hellokish.com using 

Mozenda
3

 web crawler. The extracted reviews from 

Hellokish are related to hotel domain. 1805 negative and 

4630 positive reviews about hotels were collected and 

each of them contains an opinion about hotel, its date, 

writer, an option that shows it is recommend or not and 

percentage of satisfaction. For our purpose only opinion 

and its recommendation option are collected. Since each 

opinion contains recommendation option, this option is 

used as a class indicator. 

 

Fig. 1. Different phases of Persian opinion mining 

                                                           
2 Natural Language Processing  
3 Mozenda is web crawler software 

http://www.hellokish.com/
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4.2.1 Data Pre-processing 

Pre-processing is the process of cleaning and 

preparing the text for classification [29]. Keeping extra 

sections may increase dimensionality of classification. 

There are different pre-processing tools that can be 

applied according to our requirement. In this paper, the 

pre-processing has four steps. We use NLP tool [28] for 

step two to four. 

 

Table 1. Example of extracted words from Persian WordNet and SentiWordNet 

Synonym in WordNet Part of speech Synonym in SentiWordNet ID Positive negative objective 

-بشاش-دلخوش خوش,دل

 شاد-خوشحال خوشحال,
Adjective 

happily, merrily, mirthfully, gayly, 

blithely, jubilantly 
50297 0.5 0.25 0.25 

 Adverb beautifully, attractively 242006 0.375 0 0.625 قشنگ-زيبا-ديذني-تماشايي

 Noun rain, rainfall 11501381 0 0 1 مطر-بارون باران,

 Noun rubbish, trash, scrap 14857497 0 0.125 0.875 آشغال-خاکروبه-زباله

-ناشايست-زشت-بذ-نامرغوب

 ضعيف-ناشايسته-مسخرف-چرت
Adjective 

bad 1125429 0 0.625 0.375 

atrocious, abominable, awful, dreadful, 

painful, terrible, unspeakable 1126291 0 0.875 0.125 

inapprop riate 135718 0.125 0.75 0.125 

 

 In the first step, all opinions that were written in 

English are detected and removed. 

 In the second step, data are normalized. Informal 

words, intra-word spacing problems are corrected 

and Arabic letters are replaced by Persian ones. 

There are some letters in Persian that can be 

written with Arabic letters. For example letter “ی” 

is incorrectly written in Arabic as “ي”. 

 In third step, words are stemmed.  

 In the last step, all words are tagged with their 

POS
1
. Some words have more than one POS in 

different situations. Each POS may have different 

SOs in SentiWordNet. Therefore, POS tagging is 

required for determining words’ POS. 

5. Experimental Results 

This research is accomplished in document level and 

each opinion is considered as a document. We experiment 

opinion mining with three standard algorithms, naive 

Bayes, support vector machines and logistic regression 

for classifying documents in two positive and negative 

classes. Logistic regression and naive Bayes are run by 

default parameters.  

LibSVM with linear kernel is applied for SVM. 5-fold 

cross-validation is performed for the experiments reported 

in this study. All three algorithms are run in weka
2
. 

Collected data are converted to a vector of words to be 

operative for classifier by using StringToWord filter in 

weka. Three feature weighting methods (TF
3
, TF-IDF and 

present- absent) are applied to produce three different 

feature sets by setting feature’s frequency to three. At last, 

1196 features are produced.  

After that, SO of words are determined by using 

Persian SentiWordNet. Each word with its POS is looked 

                                                           
1 Part of Speech 
2 Weka is an open source machine learning software 
3 Term Frequency 

up in Persian SentiWordNet. In SentiWordNet, each word 

has a positive, a negative and an objective score. Greater 

score was chosen so if the negative score is greater than 

the positive one, negative score is selected and vice a 

versa. For words that have equal positive and negative 

scores, zero is set as their SO. For those words that have 

more than one result in SentiWordNet, the average of all 

results as their SO is calculated. 

To examine the result of opinion mining in different 

conditions, five hypotheses are defined. In each hypothesis, 

two cases are examined. The first case is related to 

classification of reviews before weighting by SO and the 

second case is related to classification after weighting by SO. 

In all hypotheses, a document is a vector of features and each 

feature is represented by a numeric value. Features have 

different values in different dataset according to the method 

of feature weighting. Four indexes were applied for 

evaluating classification. All these indexes were calculated in 

weka. Weka produces some indexes for evaluating a 

classification’s result. So we choose four of these indexes to 

analysis the classification results. 

These four indexes are computed as follows in Weka: 

Accuracy: number of Correctly Classified Instances 

Precision = TP
4
 / (TP + FP

5
) 

Recall = TP/ (TP+ FN
6
) 

F- Measure = 2 * Precision * Recall / (Precision + Recall) 

Details of each hypothesis are expressed bellow: 

1. Present-absent: When a word exists in a document 

it is represented by one and if it doesn’t exist it is 

represented by zero. Then this value is multiplied 

by word’s SO to create a new weight. Table 2 

represents the results of these two cases. As it is 

shown in table 2, Using SO improves accuracy of 

logistic regression by 3.3 percent. But accuracy of 

SVM and NB decreases by 0.4 and 1.7 percent 

respectively. This reduction for SVM is not 

                                                           
4 True Positive 
5 False Positive 
6 False Negative 
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significant. In both cases SVM gets better results 

comparing to other algorithms. 

2. Term frequency: In this hypothesis, Term 

frequency is investigated. Each number in the 

vector represents word’s frequency in the 

document. Table 3 shows the results of 

classification. TF is defined as: 

TF=log (1+fij) where fij is the frequency of the word i 

in document j. Using SO improves accuracy of logistic 

regression regressing by 3.4 percent. 

 

Table 2. Classification results of present-absent feature 

 results of classification after weighting by SO results of classification before weighting by SO 

Result SVM NB Logistic regression SVM NB logistic regression 

Accuracy 85.9 83.3 82 85.5 81.6 85.3 

Precision 85.9 85.4 82.4 85.1 83 85 

Recall 85.9 83.3 82 85.5 81.6 85.3 

f-measure 85.9 83.9 82.2 85 82 85.1 

Table 3. Classification results of term frequency feature 

 results of classification after weighting by SO results of classification before weighting by SO 

Result SVM NB logistic regression SVM NB logistic regression 

Accuracy 87 80.1 82.4 85.9 79.7 85.8 

Precision 86.9 82.1 82.8 85.6 80.8 85.5 

Recall 87 80.1 82.4 85.9 79.7 85.8 

f-measure 87 80.7 82.5 85.3 80.1 85.6 

 

But accuracy of SVM and NB decreases by 0.4 and 

1.1 percent respectively. This reduction for NB is not 

significant. In both cases SVM gets better results 

comparing to other algorithms.  

3. Frequency–Inverse Document Frequency: This 

feature is defined as: 

fij*log(number of documents /number of documents 

that has word i) where fij is the frequency of word i in 

document j. Table 4 shows the results of classification by 

applying this feature. Accuracy of Logistic regression 

improves by 3.2 percent when SO is considered. But 

accuracy of SVM and NB decreases by 1.6 percent. Like 

cases 2 and 3 SVM performs better than other algorithms. 

In three above hypothesis, SVM and logistic regression 

achieve better results than naïve Bayes in most cases. 

Accuracy of logistic regression improves about 3 

percent by Appling SO. So it means that using SO has a 

positive influence on the performance of this algorithm. 

4. Effect of number of instances: In this hypothesis, 

we try to investigate the effect of number of 

instances in the classification performance. The 

effect of this hypothesis is examined for term 

frequency feature. Table 5, shows the accuracy of 

classification. In both cases, number of positive 

and negative instances is equal.  

By increasing number of instances, performance of 

classification increases too. Among these algorithms, SVM 

performs better even by decreasing number of instances. 

Observations show that, by decreasing the number of 

instances the accuracy of all algorithms decreases. But in 

most of cases, decrease in the accuracy of logistic 

regression is more than SVM and NB. Hence logistic 

regression is more sensitive to the number of instances.  

It can be concluded that number of instances can affect 

classification performance and increasing number of instances 

has a positive effect on the performance of classification. 

SVM outperforms other algorithms by decreasing the number 

of instances. So Among these algorithms, SVM is more robots 

to the low number of instances. 

5. Effect of unbalanced dataset: This Hypothesis 

investigates the effect of different number of positive 

and negative instances in the performance of opinion 

mining. In all cases total number of instances is 

equals 3600. Table 6 represents the accuracy of 

classification by using unbalanced dataset. 

As table 6 shows, It is obvious that, unbalanced 

dataset, results in better performance for classification.  

By increase in the difference between number of 

positive and negative instances, classification’s accuracy 

improves too and it has a positive effect in opinion mining 

performance. In both cases SVM and logistic regression 

perform better than Naïve Bayes. Improvement in the 

results of SVM is more than other algorithms. This result 

confirm that when most of the instanced are belong to one 

class, the classifier assign a correct class to given sample. 

 

Table 4. Classification results of TF-IDF feature 

 results of classification after weighting by SO results of classification before weighting by SO 

Result SVM NB logistic regression SVM NB logistic regression 

Accuracy 83.9 80 82.1 85.5 81.6 85.3 

Precision 84 80.8 82.4 85.1 83 85 

Recall 83.9 80 82.1 85.5 81.6 85.3 

f-measure 83.9 80.3 82.2 85 82 85.1 
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Table 5. Effect of number of instances on the performance of classification 

Results of classification after weighting by SO Results of classification before weighting by SO  

Number of instances logistic regression NB SVM logistic regression NB SVM 

83.0556 76.6111 72.6389 81.6667 3600 80.1389 75.5 

83.4118 77 73.6176 81.7941 3400 80.1176 76.0882 

83.25 77.375 71.4375 82 3200 79.9063 76.6563 

83.4 77.0667 71.4667 81.7 3000 80.6667 77.2667 

82.5714 76.75 69.75 81.7857 2800 79.3214 76.1786 

82.3462 76.7308 67.7308 81.8077 2600 76.6154 75.9615 

82.7083 77.5 67.4167 80.9583 2400 76.8333 75.9167 

82.0909 76.7727 65.7273 81.3636 2200 76.2727 76.5909 

83.4 77.65 66.65 82.8 2000 75.7 77.3 

82.7778 77.7778 65.5556 82.6111 1800 74.7778 77.7222 

83.125 76.5 67.25 82.625 1600 74.625 75.125 

81.2857 78.2857 61.5714 80.5 1400 70.1429 76.1429 

80.6667 76.25 66.25 79.5 1600 67.9167 73.5833 

78.5 73.9 70.6 76.8 1000 64.6 74.1 

78.25 78 77.125 77.5 800 65.875 77.125 

79.1667 78.1667 78.8333 77 600 61 75.3333 

78.25 70.5 73 74.75 400 66.75 69.5 

63 67 66.5 67.5 200 63 64.5 

Table 6. Effect of unbalanced dataset on the performance of classification  

Results of classification after weighting by SO Results of classification before weighting by SO   

SVM NB logistic regression SVM NB 
logistic 

regression 
Number of negative 

instances 
Number of 

positive instances 

83.8611 76.8889 73.9444 82.4444 76.1389 81.4167 1700 1900 

84.1944 78.2222 74.4444 82.0833 76.6111 81.1667 1600 2000 

84.6389 78.25 76.3333 82.4167 77.5833 81.5556 1500 2100 

83.6667 79.25 75.25 83.3333 78.4722 81.9167 1400 2200 

84.5556 79.5833 74.9722 83.8611 77.9722 81.5278 1300 2300 

83.6667 79.25 75.25 84.9722 79.8611 83.0278 1200 2400 

84.5556 79.5833 74.9722 85.1944 80.5278 83.7778 1100 2500 

85.7778 79.8056 76.6389 85.7222 81.4167 84.5833 1000 2600 

87.25 82.4722 79.1389 86.5278 81.9444 84.6944 900 2700 

88.0556 83.1944 78.3611 87.0833 82.3333 85.6944 800 2800 

89.5278 84.2222 78.25 87.7778 82.8333 85.6944 700 2900 

89.6111 83.9444 78.9722 88.6667 82.5 86.0556 600 3000 

86.1111 83.6667 81.1667 90.1944 83.1667 87.25 500 3100 

91.7222 84.1667 82.7222 91.5833 82.1944 87.0833 400 3200 

 

6. Conclusions 

In this article, a comprehensive experiment of opinion 
mining was conducted in Persian language. Opinion mining 
was performed by applying combination of a Persian 
SentiWordNet and supervised algorithms SVM, logistic 
regression and Naive Bayes. Opinion mining is not 
performed in Persian language using SentiWordNet. So this 
lexicon is created to investigate its effect on opinion mining. 

Therefore at the first phase a Persian SentiWordNet was 
created by applying Persian WordNet. For our purpose, the 
reviews from hotel domain were collected and defined some 
hypothesis to investigate the Persian opinion mining in 
different conditions. In the first three hypotheses, three 
feature weighting methods (present-absent, TF and TF-IDF) 
were applied. In the all hypotheses, features value was 
multiplied by their SOs. The results of classification by 
using these features were compared to results of 

classification before considering SO. SVM and logistic 
regression performed better than Naïve Bayes. By 
considering SO the accuracy of logistic regression improved 
by about 3 percent.  By examining the effect of number of 
instances, we observed that increasing number of instances 
has a positive effect on the performance of opinion mining. 

By decreasing number of instances, performance of all 
algorithms decreases too, but decrease in the performance 
of logistic regression was more than other algorithms and 
also SVM is more robust to low number of instances 
comparing Naïve Bayes and logistic regression. Using 
unbalanced dataset improved the classification results.  In 
the future work, we want to investigate Persian 
SentiWordNet performance in other domains and also 
assess the performance of other approaches in the Persian 
opinion mining. By considering all of these results we can 
observe that SentiWordNet can gain acceptable accuracy. 
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Abstract 
Regarding to the high between-band correlation and large volumes of hyperspectral data, feature reduction (either 

feature selection or extraction) is an important part of classification process for this data type. A variety of feature 

reduction methods have been developed using spectral and spatial domains. In this paper, a feature extracting technique is 

proposed based on rational function curve fitting. For each pixel of a hyperspectral image, a specific rational function 

approximation is developed to fit the spectral response curve of that pixel. Coefficients of the numerator and denominator 

polynomials of these functions are considered as new extracted features. This new technique is based on the fact that the 

sequence discipline - ordinance of reflectance coefficients in spectral response curve - contains some information which 

has not been considered by other statistical analysis based methods, such as Principal Component Analysis (PCA) and 

Linear Discriminant Analysis (LDA) and their nonlinear versions. Also, we show that naturally different curves can be 

approximated by rational functions with equal form, but different amounts of coefficients. Maximum likelihood 

classification results demonstrate that the Rational Function Curve Fitting Feature Extraction (RFCF-FE) method provides 

better classification accuracies compared to competing feature extraction algorithms. The method, also, has the ability of 

lossy data compression. The original data can be reconstructed using the fitted curves. In addition, the proposed algorithm 

has the possibility to be applied to all pixels of image individually and simultaneously, unlike to PCA and other methods 

which need to know whole data for computing the transform matrix. 

 

Keywords: Hyperspectral; Feature Extraction; Spectral Response Curve; Curve Fitting; Classification. 
 

 

1. Introduction 

Hyperspectral (HS) data contain hundreds of spatially 

coregistered images in the form of image cubes; each 

image corresponds to a specific narrow spectral band 

usually in the wavelength range of 400-2500 nm. In other 

words, pixels of an N bands HS data set can be 

considered as N-dimensional vectors containing 

sequential intensities that are measured by the HS sensor. 

For each pixel, the plot of bands intensity values (y= [y1, 

y2… yN]
t
) vs. band numbers (x=[1, 2,…, N]

t
) is named as 

spectral signature or spectral response curve (SRC) of 

pixel. Some theoretical and practical problems appear in 

supervised classification of this type of data because of 

high dimensional spaces specifications. The most 

important problem in is Hughes phenomenon [1]. There 

are four strategies to combat Hughes phenomenon in 

hyperspectral images classification: semi-supervised 

classification [2,3], combination of spatial and spectral 

information [4-6], utilizing classifiers like SVM which 

are less sensitive to the number of training samples [7], 

and feature reduction (extraction/selection) [1]. 

Statistical analysis based transformations for 

performing unsupervised or supervised feature reduction 

approaches are powerful methods in classification and 

visualization of remote sensing data [8,9]. In feature 

reduction we find a transformation that maps data to a 

lower dimensional space, mainly preserving essential 

discriminative information. Great efforts have been made 

to develop advanced feature reduction and classification 

methods to improve classification accuracy rate. Principal 

component analysis (PCA) [1], decision boundary feature 

extraction (DBFE), non-parametric weighted feature 

extraction [10], wavelet transform [11], maximum margin 

projection (MMP) [12], linear discriminant analysis (LDA) 

[13], and independent components analysis (ICA) [14] are 

examples of feature extraction (F.E.) techniques for data 

redundancy reduction in remotely sensed data. Nonlinear 

extensions of PCA (KPCA) have been proposed by using 

kernel trick [15]. Kernel Fisher discriminant analysis 

(KFD) [16] and Generalized discriminant analysis (GDA) 

[17] have been developed independently as kernel-based 

nonlinear extensions of LDA. Also optimal selection of 

spectral bands has been extensively discussed in the 

literature by utilizing approaches like sequential 

forward/backward methods and information theoretical 

based methods [1]. After feature reduction step, the 

features are fed to the classifier. A widely used parametric 

classifier in hyperspectral data classification is the 

maximum likelihood classifier [18]. 
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Although methods like PCA, LDA and many other 

statistical analysis based methods have simple structure 

and relatively good results, but there are some 

deficiencies when they are used in hyperspectral Image 

classification. An important deficiency is that these 

methods do not consider the geometric aspects of SRCs 

and the ordinance of original features which is a rich 

source of information. For each pixel of a hyperspectral 

image we have a vector of measured quantities 

corresponding to reflection coefficients of consecutive 

wavelengths (SRC). Therefore the ordinance of measured 

data might have some information that could be useful in 

classification process. In another word, SRC, as a 

geometrical curve has some useful information. A feature 

extraction techniques based on the fractal nature of SRC 

was introduced by [19,20] that depends on the ordinance 

of samples. Other disadvantage of many F.E. methods is 

that they cannot be applied to individual pixels 

independently and first we need to transform whole data 

to new space and then produce new features. The main 

contribution of the present letter is introducing another 

F.E. method which considers the geometrical nature of 

the SRCs and the ordinance information existing in the 

SRC that yields improvement of correct classification rate 

and some other evaluation factors. Indeed we try to fit a 

rational function with polynomial numerator and 

denominator to the SRC of each pixel. Then the 

coefficients of these polynomials are considered as new 

feature vectors and are fed to an ML classifier. Results are 

compared to PCA and LDA as two basic and classic F.E. 

methods with relatively good performance for HS data 

classification. Unlike PCA and LDA, our proposed 

method is applied pixel by pixel and does not need to 

transform whole data to a new space. Therefore, a parallel 

implementation of the algorithm is possible. Moreover, 

since the proposed transform is invertible, it could be 

used as a lossy compression algorithm for HS data, too. 

2. Curve Fitting and its Discriminating Ability 

In many measurement problems, curve fitting is a 

traditional approach to find the mathematical relationship 

between observed values and independent variables. It 

tries to fit an appropriate curve to the observed values. In 

addition, curve fitting can be used for noise reduction and 

data smoothing purposes, and data interpolation / 

extrapolation [21,22]. The aim of curve fitting is to find a 

function f(λ) in a pre-specified class of functions for the 

data {(λ, Iλ)} where λ= 1,2,…,N, which minimizes the 

residual (the distance between the data samples and f(λ)) 

under the weight W= (wλ) [23]. 

Least squares (LS), least absolute residuals (LAR), and 

bisquare fitting method are some of fitting criteria used to 

perform linear or nonlinear fittings to find the function f(λ) 

[24]. In the LS method f(λ) is found by minimization of the 

following weighted mean squared error: 
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There are different curve fitting models like 

polynomial, linear, spline, etc. In this letter, a special 

model of nonlinear curve fitting using rational functions 

is utilized in order to extract new features for 

classification and compression purposes. Therefore, it is 

important that f(λ) has fewer parameters than the number 

of data samples.  

Consider a function f and the two integers L ≥ 0 and 

M ≥ 0, the rational function approximant of order (L,M) 

for f is defined as: 
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Since, dissimilarities of curves yields differences in 

the coefficients of the approximants of the corresponding 

curves, it seems that these coefficients could be used as 

discriminating features for the curves. For example, in 

figure 1(a) two different families of curves are plotted, 

and the histogram of the coefficients of their rational 

function approximants are demonstrated in figure 1(b)-(f). 

In this curve fitting problem, we fitted a rational function 

with L=0 and M=4 to the both families of curves. 

Therefore, each curve can be expressed with its own five 

coefficients. As can be seen, the histograms of some 

coefficients completely separate the two families. This 

fact was our motivation for using the coefficients of the 

rational function fitted curve of the SRCs as 

discriminating features in HS data classification tasks. 

3. The Proposed Feature Extraction Method 

We introduced the spectral response curve (SRC) of 

each pixel of a hyperspectral image as the plot of its 

measured intensities in different wavelengths versus 

wavelengths or band numbers.  

In other words, each SRC can be considered as a plot 

of a function f(λ). As a matter of fact, we do not know the 

exact mathematical expression of f(λ), but we have the 

amounts of its N consecutive points. We show that an 

approximation of f(λ) in the form of a rational function 

with polynomial numerator and denominator can be 

developed through an LS method with uniform weights in 

(1). Then, we demonstrate that the coefficients of these 

polynomials can be applied as new features for maximum 

likelihood classifier with satisfactory results. Also these 

features can be used for reproducing the original data. 

To provide equal condition for all hyperspectral 

images, the variable λ is considered in the form λ/N as 

normalized band number. The rational approximant of 

f(λ/N) for the pixel located at (x,y) is given by: 
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Fig. 1. Two families of curves; and the histograms of the coefficients of 

their corresponding Padé approximants, (a) Curves, blue (solids) and red 

(dotted) lines (b) numerator coefficient distribution, (c)-(f) denominator 
coefficients distribution  

We want to determine coefficients vector c=[c1 c2 …cM+L+1]
t
 

to minimize: 
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By computing partial derivatives of E with respect to 

the coefficients and setting them to zero, a system of 

nonlinear equations is obtained. A sufficient but not 

necessary condition for solving this system is to find c 

such that:  
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Now we have a system of linear equations with 

M+L+1 unknowns and N equations which can be 

rewritten in matrix form as: 
 

   (     ) (     )          (6) 
 

where, 

{
 
 

 
 
   (     )  [   ]                                     

    {
  ( 

 
) ( 

 
)
 
                      

( 
 
)
 
                     

  [ ( 
 
)  ( 

 
)    ( 

 
) ]
 
                   

  

For feature reduction purposes, we want M+L+1<<N, 

therefore the matrix A is not square and the system of 

linear equations in (6), does not have a unique solution 

and sometimes may not have any solution. Instead, we 

use Moore-Penrose pseudo inverse of A and find c such 

that the norm of Ac-B be minimized. 

The above procedure must be performed for all pixels 

of the hyperspectral data set and the vectors c replace the 

original data and new image cube is developed. Therefore 

the third dimension of data is changed to M+L+1, 

achieving to resize data for a rate of N/(M+L+1). The 

procedure can be performed for all pixels, simultaneously. 

This rational function curve fitting feature extraction 

(RFCF-FE) method is an unsupervised feature extraction 

method. The new features are applied to Maximum 

Likelihood (ML) classifiers and results are compared to 

PCA as a traditional unsupervised feature extraction 

method and LDA as a supervised feature extraction 

method. As it is demonstrated in next section, the RFCF-

FE method results are more accurate than its competing 

methods for both urban and agricultural data sets. Also, it 

can be used as a coding algorithm for hyperspectral data 

compression.  

4. Experimental Results 

4.1 Hyperspectral Data Sets 

The first data set used in our experiments is a mixed 

forest/agricultural 145×145 pixels image from Indian Pine 

Site (IPS) in Indiana [25]. It is captured by the Air-borne 

Visible/Infrared Imaging Spectrometer (AVIRIS). The 

spatial resolution of this data set is 20m. The picture 

contains 220 spectral bands in the wavelength range from 

400 to 2500 nm with 10nm resolution. After removing 

twenty water absorption bands, N=200 bands were left. 

The class map of data contains 16 different land covers.  

The other data set was gathered over the urban area of 

the University of Pavia (UP), by the Reflective Optics 

System Imaging Spectrometer (ROSIS) [25]. The image 

size is 610×340 pixels, the spatial resolution of 1.3m and 

the number of spectral bands is 115 in the wavelength 

range from 430 to 860 nm. Discarding some noisy bands 

yields N=103 bands, finally. Its ground truth map contains 

9 different classes of land cover.  

As an example, Images of band 18 of these data sets 

are demonstrated in Figures 2 (a) and 3 (a), respectively. 

4.2 Results and Discussion 

The proposed feature extraction method has been 

applied to both hyperspectral data sets IPS and UP, and 

the extracted features have been fed into an ML classifier. 

The classification results have been compared to those of 

PCA and LDA features, the two basic and traditional 

feature reduction approaches. For a given number of 

features, D, the parameter L has been changed in the 

range of 0 to D-1. Then M is selected regarding to the 

constraint: M+L+1 = D. For each value of D, the values 
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of L and M producing best results have been selected for 

comparison to PCA and LDA with the same dimensions. 

Since, 10 percent of the whole data volume with a 

minimum of 15 and a maximum of 50 samples per class is 

used for training the classifier, D is changed in the range 

2≤D≤14. Figures 2-(b) and 3-(b) show the images of 18th 

band of input data sets, reconstructed from extracted 

features by the RFCF-FE method (L=0, M=13 for IPS and 

L=12, M=1 for UP, as two typical amounts of M and L). 

Reconstruction process has been performed using (4) for 

λ=1, 2,…, N. Examples of real SRCs and their rational 

fitted curves of these two data sets are plotted in figure 4 

where (L,M) are equal to (0,13) and (12,1) for IPS and UP, 

respectively.  

The above discussions about Figures 2-4 show that the 

RFCF-FE method has high ability to preserve spatial 

characteristics of data as well as the spectral 

characteristics. Although, in a few points as it is 

illustrated in Figure 4, there may be a large difference 

between the original and the fitted curve, our results show 

that these exceptional points do not have severe impact on 

the classification performance. This is because: 1) these 

exceptional points in each SRC are  rare, if any; 2) the  

locations of these points are not the same for different 

SRCs, i.e. this phenomenon does not destroy any specific 

band completely; 3) for each SRC, the coefficients of the 

corresponding fitted curve are used as the features, not the 

curve itself. As illustrated in Figure 4, the RFCF-FE 

method performs a smoothing operation in spectral 

domain. Moreover, it can be seen that by applying this 

method for IPS data some spatial domain smoothing has 

occurred without destroying edges of regions.  
 

 

Fig. 2. Comparing the original and the reconstructed image of IPS  
(band 18) (a) Original data and (b) RFCF-FE method 

 

Fig. 3. Comparing the original and the reconstructed image of UP  
(band 18) (a) Original data, and (b) RFCF-FE method 

Figures 5 and 6 demonstrate the accuracy assessment 

measures for IPS and UP data sets, respectively. These 

results are obtained by averaging the results of ten Monte 

Carlo runs (the standard deviations are illustrated by error 

bars). Also, Table 1 contains the comparison results in 

terms of parameter Z (see appendix A). The optimum 

values of L (and so M) parameters of the RFCF-FE method 

differ for different values of D and different iterations of 

the algorithm, but in the most cases, the best classification 

results have occurred when values of L are 0, 1, D-2, and 

D-1. Note that, despite PCA and the RFCF-FE method, 

maximum number of extracted features in LDA method is 

equal to Nc-1, where Nc is the number of classes.  

The superiority of the RFCF-FE method compared to 

PCA and LDA methods is apparent from this table and 

Figures 5 and 6. As it can be seen, all measures (average 

accuracy, average validity, overall accuracy, kappa 

statistics, and Z) have been dramatically improved by 

RFCF-FE algorithm in comparison to both PCA and LDA. 

In terms of the first four accuracy measures, this 

improvement in IPS is more than in UP because of its 

larger ground pixels and agricultural nature with 

relatively large uniform areas and less details. Whereas, 

in terms of Z the improvement in UP is much more 

obvious. Note that average accuracy, average validity, 

overall accuracy, and kappa statistics focus on pure 

average accuracies despite Z parameter which focuses on 

disagreements between two algorithms and determines 

the superior one. Therefore, our method excels PCA and 

LDA for agricultural scenes as well as urban ones. 
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Fig. 4. SRC of pixel (20,20) and its approximation (a) IPS data and (b) UP 

Table 2 contains PSNR (see appendix B) values for 

reconstructed images from PCA and the proposed method 

for IPS and UP, respectively when D varies from 3 until 

15. PSNR for the proposed method corresponds to the 

values of L and M that yields to the best result. These 

optimum values of L and M have been shown in these 

tables. The superiority of the proposed method with 

respect to PCA based compressing method is apparent 

from these tables. As it is demonstrated in Table 2, in 

most cases for UP data set, the best result happens when 

M=0. It implies that McLaurin series has better 

performance in these cases. 

Another advantage of the proposed method is that 

unlike the competitive methods, it is applied pixel by 

pixel and does not need to transform the data to the 

projection space as a whole. Therefore, real-time or 

parallel implementation of the algorithm is possible. 

However, the complexity of the method might be higher 

than the competitive algorithms. Moreover, since the 

proposed transform is invertible, it could be used as a 

compression algorithm for HS data. 

 

Table 1. Parameter Z (mean± standard deviation of 10 MonteCarlo runs) 

of ML classifier for RFCF features vs. PCA and LDA 

No. of 

Features 

IPS data set UP data set 

RFCF-FE vs. 

PCA 

RFCF-FE vs. 

LDA 

RFCF-FE vs. 

PCA 

RFCF-FE vs. 

LDA 

2 5.87 ± 4.96 5.50 ± 1.99 0.10±0.30 0.07±0.23 

3 7.60 ± 0.94 8.47 ± 1.36 15.54 ± 6.07 16.15±5.91 
4 2.87 ± 1.12 5.27 ± 2.30 7.15±4.54 8.38±3.53 

5 0.37 ± 0.40 1.86 ± 1.70 12.51±5.24 13.55±5.19 

6 5.32 ± 4.33 5.56 ± 3.76 13.91±4.86 18.89±3.94 
7 2.40± 1.79 2.50 ± 2.63 19.41±4.24 22.90±3.44 

8 3.19 ± 3.12 4.11 ± 4.05 18.40±5.25 20.98±5.40 

9 1.04 ± 1.25 3.07 ± 3.33 24.03±6.10 - 

10 0.07 ± 0.21 0.27 ±0.49 23.82±4.80 - 

11 0.26 ± 0.61 1.27 ± 1.07 21.62±4.70 - 
12 3.67 ± 1.07 4.87 ± 1.91 23.50±6.23 - 

13 0.67±0.81 1.36±1.50 36.25±6.90 - 

14 4.12±1.74 4.04±1.87 36.21±6.57 - 

Table 2. Comparing PSNR of the proposed method and inverse PCA for 
IPS and UP data sets in terms of compression rate (N/D) 

Rate 
(N/D) 

IPS 
Rate 

(N/D) 

UP 

Best 

(L,M) 
PSNR 

IPCA 

PSNR 

Best 

(L,M) 
PSNR 

IPCA 

PSNR 

200/3 (0,2) 34.95 24.39 103/3 (2,0) 31.85 29.76 

200/4 (0,3) 27.42 25.74 103/4 (3,0) 20.25 16.44 

200/5 (0,4) 58.70 24.20 103/5 (2,2) 32.92 23.54 
200/6 (0,5) 29.63 23.28 103/6 (5,0) 21.35 16.17 

200/7 (4,2) 24.17 24.46 103/7 (5,1) 25.29 19.27 

200/8 (0,7) 22.78 25.13 103/8 (2,5) 24.06 19.52 

200/9 (6,2) 55.11 25.21 103/9 (1,7) 43.77 22.52 

200/10 (2,7) 34.38 25.90 103/10 (2,7) 38.98 21.77 

200/11 (6,4) 28.46 27.03 103/11 (6,4) 68.19 22.74 
200/12 (8,3) 28.17 28.99 103/12 (11,0) 34.11 23.65 

200/13 (5,7) 31.47 29.43 103/13 (12,0) 27.86 22.91 

200/14 (2,11) 41.01 31.47 103/14 (13,0) 26.05 24.08 
200/15 (10,4) 42.38 30.14 103/15 (14,0) 35.47 23.98 
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Fig. 5. Comparison of the RFCF-FE method with PCA and LDA for 

IPS data 

 

Fig. 6. Comparison of the RFCF-FE method with PCA and LDA for 

UP data 
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5. Conclusions 

A new feature extraction method for hyperspectral 

data was proposed based on rational function curve fitting. 

The main motivation for using curve fitting approach for 

hyperspectral data feature extraction is the utilization of 

the information that exists in the sequence of original 

features (ordinance of reflectance coefficients in SRC) 

that are neglected by competing methods. The 

coefficients of SRCs approximants are calculated through 

analytical operations. These extracted features are then 

fed into an ML classifier. The classification performance 

was compared to PCA and LDA as two classic and 

traditional F.E. methods. The results show the superiority 

of the proposed method. Also, it has been shown that this 

technique has satisfactory results for signal visualization 

and signal representation, and can be considered as a 

good coding algorithm for lossy compression of HS data. 

The proposed method is applied pixel by pixel and does 

not need to transform whole data to a new space 

simultaneously. Therefore, it can be applied to all pixels 

in a parallel procedure. In addition, this method is a novel 

approach which can be used as a powerful base for 

developing more efficient feature extraction methods. 
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Appendices 

A. McNemar’s test: 

In a classification assessment procedure, the statistical 

significance of differences can be computed using 

McNemar’s test. This test is based upon the standardized 

normal test statistic   (       ) √       where 

n12 is the number of samples classified correctly by 

classifier 1, but wrongly by classifier 2. At the 5% level 

of significance, if the difference in accuracy between 

classifiers 1 and 2 is statistically significant. When 

classifier 1 is more accurate than classifier 2, Z is positive 

or vice versa [26]. 

B. Average Classification Accuracy (AA) 

Classification accuracy for each individual class is 

calculated as ACC(c) = nc/Nc, in which, nc is the number 

of the pixels of class c correctly classified, and Nc is the 

number of test pixels in that class. Average classification 

accuracy (AA) is then defined as follows: 
 

   
 

 
∑   ( )

 

   

                                                               ( ) 

    

where, C is the number of all classes. 

C. Average Classification Validity (AV) 

Classification validity (or reliability) for each 

individual class is calculated as VAL(c) = nc/mc in which, 

nc is the number of the pixels of class c correctly 

classified, and mc is the number of all the pixels labelled 

as class c in output class map. Average classification 

validity (AV) is then defined as: 
 

   
 

 
∑   ( )

 

   

                                                               ( ) 

 

D. Overall Classification Accuracy (OA) 

This measure is similar to average classification 

accuracy, except that classes are not considered 

individually, but as a whole: 
 

   
 

 
                                                                                    ( ) 

 

in which, n is the number of all the pixels correctly 

classified, regardless of the class label, and N is the 

number of all pixels in the test set. 

E. Kappa coefficient 

This coefficient is the overall accuracy (OA) corrected 

by the amount of agreement that is expected due to chance: 
 

      
     
    

               
∑   
 
      
  

       (  ) 
 

in which, OA is the overall accuracy mentioned above, 

mc is the number of all the pixels labelled as class c in the 

output class map. 
 

F. PSNR: 

PSNR is defined as: 10 log(S/N), where S is the 

energy of original signal and N is the energy of difference 

between original and decompressed signal. Also, 

compression rate is defined as the ratio of the original to 

the compressed signal volume.  
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Abstract 
The least mean square (LMS) adaptive algorithm is widely used in acoustic noise cancellation (ANC) scenario. In a 

noise cancellation scenario, speech signals usually have high amplitude and sudden variations that are modeled by 

impulsive noises. When the additive noise process is nonGaussian or impulsive, LMS algorithm has a very poor 

performance. On the other hand, it is well-known that the acoustic channels usually have sparse impulse responses. When 

the impulse response of system changes from a non-sparse to a highly sparse one, conventional algorithms like the LMS 

based adaptive filters can not make use of the priori knowledge of system sparsity and thus, fail to improve their 

performance both in terms of transient and steady state. Impulsive noise and sparsity are two important features in the 

ANC scenario that have paid special attention, recently. Due to the poor performance of the LMS algorithm in the 

presence of impulsive noise and sparse systems, this paper presents a novel adaptive algorithm that can overcomes these 

two features. In order to eliminate impulsive disturbances from speech signal, the information theoretic criterion, that is 

named correntropy, is used in the proposed cost function and the zero norm is also employed to deal with the sparsity 

feature of the acoustic channel impulse response. Simulation results indicate the superiority of the proposed algorithm in 

presence of impulsive noise along with sparse acoustic channel. 

 

Keywords: Adaptive Filter; LMS Algorithm; Sparse Acoustic Channel; Zero Norm; Impulsive Noise; Correntropy. 
 

 

1. Introduction 

Adaptive Filters are used in large applications to 

endow a system with learning and tracking abilities, 

especially when the signal statistics are unknown and are 

expected to vary with time. Over the last several years, a 

wide range of adaptive algorithms has been developed for 

diverse demands such as channel equalization, spectral 

estimation, target localization, system identification and 

noise cancellation. One group of the basic adaptive 

algorithms is gradient-based algorithms such as the LMS 

algorithm. The well-known LMS algorithm is perhaps 

one of the most familiar and widely used algorithms 

because of its good performance in many circumstances 

and its simplicity of implementation [1],[2]. 

In many scenarios such as speech echo cancellation, 

parameters of the acoustic channel impulse response can 

be assumed to be sparse [3]-[5]. When the system 

changes from a non-sparse to a highly sparse one, 

conventional algorithms like the LMS based adaptive 

filters can not make use of the priori knowledge of system 

sparsity and thus, fail to improve their performance both 

in terms of transient and steady state. Using such prior 

information about the sparsity of acoustic channel can be 

helpful to improve LMS  

Algorithm performance. In the past years, several 

algorithms have been proposed for sparse adaptive 

filtering using LMS, which was motivated by recent 

progress in compressive sensing [6]. The basic idea of 

these techniques is to introduce a penalty into the cost 

function of the standard LMS to exploit the sparsity of the 

system impulse response and achieve a better 

performance [7].  

Many approaches for signal processing problems have 

been studied when the additive noise process is modeled 

with Gaussian distribution. However, for many real-life 

situations, the additive noise of the system is found to be 

dominantly nonGaussian and impulsive. One example of 

nonGaussian environments is the acoustic noise in speech 

processing applications [8]-[10]. When the additive noise 

process is nonGaussian or impulsive, LMS algorithm has 

a very poor performance [11]. In [12],[13] it was shown 

that for some environments with nonGaussian noise, 

maximum correntropy criterion (MCC) algorithm 

outperforms LMS algorithm. 

In order to modify LMS algorithm performance in 

sparse conditions and nonGaussian noises, Wentao Ma, 

proposed a hybrid algorithm in [14] based on MCC and 

correntropy induced metric (CIM), for robust channel 

estimation problem. Specifically, MCC is utilized to 

mitigate the impulsive noise while CIM is adopted to 

exploit the channel sparsity.  

Based on ANC recent works, it is clear that in this 

field of research, we need to deal with two important 

features, sparse acoustic channels [3]-[5] and 

nonGaussian acoustic noises [8]-[10]. Thus, in order to 

address this problem, we propose a novel adaptive 

algorithm in this paper which is mathematically different 
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with [14] in order to exploit sparsity. The proposed 

algorithm is obtained by combination of maximum 

correntropy criterion and zero norm regularization. The 

zero norm is utilized in the cost function to deal with 

sparsity feature of acoustic channel and the correntropy 

criterion is used to eliminate nonGaussian noises from 

speech signal. Computer simulation results show that the 

proposed adaptive algorithm achieves better performance 

compared to the conventional adaptive LMS algorithm. 

This paper is organized as follows. After the 

introduction, adaptive noise cancellation configuration is 

expressed in section II. In order to cancelling 

nonGaussian noise from speech signal, a novel adaptive 

sparse MCC algorithm is developed in section III. Finally, 

simulation and comparison results are given in section IV, 

followed by conclusions in section V. 

2. Adaptive Noise Cancellation 

An important application of adaptive filters is in 

acoustic noise cancellation [15]. Fig. 1 shows the 

configuration of a noise cancellation system. Assume that 

signal      is the acoustic noise which passes through an 

acoustic channel, with impulse response: 
 

     ∑            
       (1) 

 

By sorting the channel coefficients    into a column 

vector, the acoustic channel impulse response can be 

expressed as follows, 
 

   [            ]
     (2) 

 

that      represents the transpose operator. An 

observation of the desired signal which is sensed by the 

first microphone is denoted by, 
 

                     (3) 
 

where      is the speech signal (speaker, music or etc) 

and      [                      ] denotes 

a vector of delayed input signal which is sensed by the 

second microphone. Given a desired signal      and 

acoustic noise     , adaptive filter tries to replicate 

colored noise by exactly modeling the sparse acoustic 

channel between the noise source and the desired signal. 

The difference between the desired signal      and the 

output of adaptive filter      is in fact the noise-free 

signal (cleaned speech).  

The objective of an adaptive algorithm is to identify 

the sparse channel    using the signals      and     . 

Let    [            ]
 be the estimated vector of 

the adaptive filter at iteration  . In the standard LMS, the 

cost function         is defined as 
 

                  (4) 
 

 

Fig. 1. The block diagram of a noise cancellation system. 

 

where      is the instantaneous error determined as 
 

                  (5) 
 

in which      is the output of adaptive filter and it is 

equal to          . The filter coefficients vector is then 

updated by stochastic gradient descent equation [1]: 
  

                        (6) 
 

in which   represents gradient and can be calculated by, 
  

      [
     

   
 
     

   
   

     

     
]   (7) 

 

According to the equations (4), (6) and (7), the LMS 

algorithm is obtained, 
 

                      

                    (8) 
 

where   is the step size and controls the convergence 

rate and steady state error.  

More recently, there have been concerns about the 

effects of nonGaussian noise on adaptive algorithms [11]–

[14]. This has led a number of authors to investigate 

adaptive algorithms which reduce the bad effects of 

nonGaussian noise. On the other hand, the sparse nature 

of such an impulse response causes standard adaptive 

algorithms like LMS to perform poorly [5]. 

In this work, we design a novel adaptive algorithm 

based on maximum correntropy criterion and zero norm 

regularization, in order to improve LMS weak 

performance in ANC application, in which the acoustic 

channel is sparse and the system noise is nonGaussian and 

impulsive. The next section developes the proposed 

algorithm that aim to give improved performance when 

these two important features exist in speech data. 

3. Adaptive l0 MCC Algorithm 

The Mean Square Error (MSE) criterion may perform 

poorly in nonlinear and nonGaussian situations, especially 

when the data are disturbed by impulsive noises. To 

improve the performance in these situations, the 

maximum correntropy criterion (MCC), which is a robust 

criterion for non-Gaussian signal processing, has recently 

been successfully applied in adaptive filtering [12],[13]. 

The correntropy is a nonlinear measure of similarity 



 

Hajiabadi, Acoustic Noise Cancellation Using an Adaptive Algorithm Based on Correntropy … 

 

152 

between two random variables. Given two random 

variables   and  , the correntropy is: 
 

        [       ]    (9) 
 

where         is a positive definite kernel with the 

kernel width  . The MCC has recently been applied to 

adaptive filtering algorithm to improve the tracking 

performance in impulsive interference [12], while MSE-

based algorithms perform poorly [11]. The most widely 

used kernel in correntropy is the Gaussian kernel:  
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       (10) 
 

By using a Taylor series expansion of the exponential 

function in the Gaussian kernel, 
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    [       ]   (11) 

 

it can be seen that the correntropy criterion involves 

all the higher even order statistical moments of the error 

random variable       .On the other hand, mean square 

error (MSE) criterion just contain the second order 

statistical moment. Thus the MCC included more 

information of the error random variable      and it 

should be very useful for cases when the measurement 

noise is nonzero mean, non-Gaussian, with large outliers.  

Under the MCC criterion, the optimal weight vector of 

the adaptive filter can be obtained by maximizing: 
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A stochastic gradient ascent based adaptive algorithm, 

namely the MCC algorithm can be easily derived [12], 
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in which      is equal to 
 

  √  
. By choosing the 

kernel width so large, the MCC algorithm will simplify to 

the LMS algorithm: 
 

          
 

     

      

                 
 

     

             

                           (14) 
 

Comparing the MCC (13) with the LMS (8) weight 

update rule, we see that the weight update equation at 

each iteration in (13) just contains an extra scaling factor 

which is an exponential function of the instantaneous 

error     . This factor rejects the impulsive and 

nonGuassian noise. As   , the exponential function 

goes to zero and therefore, processing of nonGaussian 

signal will be neglected. According to the above 

discussion, adaptation of weights using MCC filter is 

more stable when the desired signal has strong outliers or 

impulsive characteristics. By contrast, whenever a high 

amplitude outlier is encountered in the desired signal or in 

the error,               , the LMS weight update 

rule (8) is forced to make a large increment, which takes 

the weights away from the optimal values. 

By minimizing the zero norm of the filter coefficients 

vector in cost function of LMS algorithm, the sparsity of 

parameters has been exploited [6],[7]. In order to apply 

the zero norm in the MCC algorithm, the negative sign of 

zero norm should be inserted in the maximum correntropy 

cost function (12). By combining the correntropy criterion 

with the zero norm regularization, a new cost function is 

proposed in this paper, 
 

        
 

 √  
 
 

     

     ‖    ‖   (15) 
 

where   is a regularization parameter, which 

represents a trade off between estimation error and 

sparsity of the parameters. Operator ‖    ‖  denotes 

zero norm, which counts the number of nonzero 

coefficients of vector      . Because solving 

differentiation of zero norm is not possible, the zero norm 

is generally approximated by a continuous function [7]: 
 

‖    ‖  ∑ (     |     |)   
      (16) 

 

when some elements of vector      are near zero, we 

have: 
 

|     |         (     |     |)     (17) 
 

On the other hand, when some elements of vector 

     are not zero, and also   is chosen as a large number, 

then we have: 
 

|     |               (     |     |)    (18) 
 

According to (17), (18) it can be seen that equation 

(16) is a general approximation of the zero norm function 

and the number of nonzero coefficients of vector      is 

counted. By this general approximation, the gradient of 

zero norm can be calculated, 
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in which     [ ]  represents a diagonal matrix. By 

inserting the proposed cost function (15) in a gradient 

ascent updating, the proposed filter update is obtained as: 
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By exerting sparse penalty to the MCC cost function, 

the solution will be sparse and the gradient ascent recursion 

will improve the performance of near-zero coefficients in 

the sparse acoustic channel. By inserting (19) in (20), the 

proposed algorithm can be rewritten as follows: 
 

            
 

  √  
 
 

     

            

         [   |     |      |       |]   (    )  (21) 
 

In the next section, the proposed algorithm is 

simulated for sparse acoustic channel along with 

impulsive and shot noise, like in ANC application. The 

robustness of the proposed method against channel 

sparsity and impulsive noise is verified by detailed 

simulation studies. 

4. Simulations 

In this section, we have tried to simulate a real life 

conditions as closely as possible. The speech signal      

that has been used is shown in Fig. 2(a). The nonGaussian 

noise is generated from mixture of multiple Gaussian 

distributions. After adding the noise to the speech signal, 

its non stationary characteristics can be seen in Fig. 2(b).  

The sparse acoustic channel is that of a typical closed 

room environment [5], shown in Fig. 3. We use 21 taps to 

model the sparse acoustic channel path as follows, 
 

   [                                             ]  (22) 

The sparsity ratio of    is equal to 3/21 which means 

vector    containing only 3 large coefficients and others 

are near zero. The impulsive and nonGaussian 

observation noise is often modeled by a two component 

Gaussian mixture [11] with the following probability 

density function (pdf), 
 

                              (23) 
 

in which         denotes a Gaussian distribution 

with mean 0 and variance 10. Clearly, in this pdf, the 

second Gaussian distribution with variance 10 creates 

strong outliers as shown in Fig. 4. The kernel width   for 

the MCC cost function is set to 2 in this case. According 

to various experiments and similar to references, other 

parameters such as step size  , regularization parameter   

and sparsity parameter   were chosen to be 0.01, 0.001 

and 8, respectively. 

For comparing the error performance of the 

algorithms described in the previous section, the Mean 

Square Deviation (MSD) is defined as, 
 

        [‖       ‖ ]   (24) 
 

Fig. 5, shows the MSD performances of the presented 

algorithms in the presence of impulsive noise (23) along 

with sparse acoustic channel (22). The sudden and high 

amplitude bursts of samples which occur in speech 

signals can easily disturb the LMS weight updating. 

However, MCC algorithm (13) places exponentially 

decreasing weights on samples that are distant and 

impulsive. In order to handle the case of channel sparsity, 

the MCC algorithm was modified further to a novel 

proposed algorithm (21). In this algorithm, each 

coefficient is updated with an independent step size that is 

made proportional to the magnitude of the particular filter 

coefficient, resulting in better performance for sparse 

systems. As seen in Fig. 5, the proposed l0-MCC 

algorithm has a superior performance in a noise 

cancellation scenario of highly impulsive speech signal. 

 

Fig. 2. (a) Original speech signal, (b) corrupted speech signal by 

implusive noise, (c) cleaned speech signal using proposed algorithm 

 

Fig. 3. A typical sparse acoustic channel (22) 

 

Fig. 4. Impulsive noise pdf (23), containing a two Gaussian components 
with identical zero means and different variances. 
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Fig. 5. MSD performance comparison in presence of impulsive noise (23) 
along with sparse acoustic channel (22) with a real speech signal s(n). 

 

Fig. 6. MSD performance comparison in presence of impulsive noise (23) 
along with sparse acoustic channel (22) with a white normal signal s(n). 

The performance of the described algorithms is also 

evaluated with a white normal input and is shown in Fig. 

6. As seen, the proposed algorithm has superior 

performance in comparison with LMS (8) and MCC (13) 

algorithms. 

The robustness of the proposed algorithm for diverse 

conditions of channel sparsity and nonGaussian noises is 

demonstrated by various simulation studies. Another 

experiment is utilized to show the superiority of the 

proposed algorithm in a different noise cancellation 

scenario. In this experiment, the acoustic channel    is 

assumed to be  
 

[                                                             ]      (25) 
 

Here, we use an acoustic channel with sparsity ratio of 

2/30 as shown in Fig. 7. The nonGaussian noise is 

modeled by a three component Gaussian mixture with the 

following pdf, 
 

                                           (26) 
 

as shown in Fig. 8. For comparison purposes, the 

MSD performances of this experiment are plotted in Fig. 

9, by averaging over 20 independent runs. From various 

simulation studies, it is evident that the proposed filter 

achieves a 25 dB decrement of steady-state error, when 

the channel is sparse and the noise is nonGaussian or 

impulsive. 

 

Fig. 7. Another sparse acoustic channel for second experiment (25). 

 

Fig. 8. Gaussian mixture noise pdf (26), containing three Gaussian 

components with different means and same variances 

 

Fig. 9. MSD performance comparison for noise pdf (26) along with 

sparse acoustic channel (25) and a white normal signal s(n). 

In the last experiment, the acoustic channel    is 

assumed to be  
 

[                                                                   ] (27) 
 

with sparsity ratio of 4/30 as shown in Fig. 10. The 

nonGaussian noise is modeled by two component 

Gaussian mixture with the following pdf, 
 

                                (28) 
 

as shown in Fig. 11. The MSD performances of the 

last experiment are plotted in Fig. 12. From various 

simulation studies, it is evident that the proposed filter 

achieves better performance, when the channel is sparse 

and the noise is nonGaussian type. 
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Fig. 10. Typical sparse acoustic channel for third experiment (27). 

 

Fig. 11. Gaussian mixture noise pdf (28), containing two Gaussian 

components with different means and same variances. 

 

Fig. 12. MSD performance comparison for noise pdf (28) along with 
sparse acoustic channel (27) and a white normal signal s(n). 

5. Conclusions 

In a noise cancellation scenario, speech signals usually 

have high amplitude and sudden variations that are 

modeled by impulsive disturbances. In this paper, a novel 

adaptive algorithm has been proposed to improve LMS 

algorithm performance in impulsive disturbances and 

sparse acoustic channels. In order to provide robustness 

against impulsive noise, the cost function is derived by 

maximizing the correntropy. Additionally, an accurate 

approximation of zero norm is also utilized to further 

improve the performance in sparse acoustic channels. 

Simulation results show that the proposed algorithm 

achieves a better performance in terms of steady-state 

error as compared with the LMS and MCC algorithms. 
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Abstract 
Linear Sampling Method (LSM) is a simple and effective method for the shape reconstruction of unknown objects. It 

is also a fast and robust method to find the location of an object. This method is based on far field operator which relates 

the far field radiation to its associated line source in the object. There has been an extensive research on different aspects 

of the method. But from the experimental point of view there has been little research especially on the effect of 

polarization on the imaging quality of the method. In this paper, we study the effect of polarization on the quality of shape 

reconstruction of two dimensional targets. Some examples are illustrated to compare the effect of transverse electric (TE) 

and transverse magnetic (TM) polarizations, on the reconstruction quality of penetrable and non-penetrable objects. 

 

Keywords: Linear Sampling Method (LSM); Inverse Scattering; Polarization; Singular Value Decomposition (SVD). 
 

 

1. Introduction 

Imaging and identification of targets using 

electromagnetic waves have a long history, e.g., X-ray 

imaging goes back to the early twentieth century. Waves 

in microwave frequency range are more interested than 

those in higher frequencies for imaging and identification. 

Microwaves have more penetration depth and less 

destructive impact on targets than higher frequency waves 

like X-ray so the great tendency exists towards 

microwave imaging. The purpose of microwave imaging 

techniques is to retrieve constitutive parameters and shape 

of scattering objects using the measurement data collected 

at a distance from scatterers. The unknown objects are 

illuminated by electromagnetic waves. This problem has 

many applications in different subjects such as target 

identification, geophysics, seismic exploration, remote 

sensing, atmospheric science, ground penetrating radar 

(GPR) and medical diagnostics such as cancer and 

hypothermia detection [1]. 

Imaging approaches based on the solution of an 

inverse scattering problem are usually grouped into two 

classes, weak scattering approximation methods and 

nonlinear optimization methods. The former exploit low 

or high frequency approximations of the scattering 

phenomenon to linearize the data-to-unknown 

relationship and are typically capable of providing only a 

rough description of the target’s morphology when 

exploited outside of the range of validity of the 

underlying approximation (Born and Kirchhof inversion 

approach). Ill-posedness and non-linearity of the inverse 

scattering problem are the two main complications in the 

solution process. One way to avoid these problems is the 

weak scattering approximation which works for certain 

category of the inverse problems. Different methods are 

proposed which approximate the scattering based on 

certain constraints on the scatterer. For example Born 

approximation is used when the scatterer has small 

permittivity and is small compared to the wavelength. 

Conversely nonlinear optimization methods tackle the 

inverse scattering problem in its full nonlinearity to 

determine both the morphology and the electromagnetic 

contrast of the targets. Optimization approaches seek for 

the problem’s solution by means of a local iterative 

optimization scheme, as the large number of unknowns 

makes global optimization generally unreliable, due to the 

exponential growth of the computational complexity. On 

the other hand, local minimization is prone to the 

occurrence of false solutions, so that these methods have 

to be equipped with regularization schemes, usually based 

on the available a priori information. Optimization 

methods are based on minimizing an error function, 

starting with an initial guess and this guess is optimized 

during iteration stages. Because in each iteration stage the 

inverse scattering problem must be solved, such methods 



 

Salar Kaleji, Zoofaghari, Safian & Firouzeh, Effects of Wave Polarization on Microwave Imaging Using Linear Sampling Method 

 

158 

are slower than the others, however accuracy and quality 

of imaging is great [2]. Examples of two groups of  

quantitative methods are the modified gradient method [3], 

distorted Born approximation [4], the contrast source 

method [5], the subspace optimization method [6] and the 

least squares optimization method [7]. 

Another category is qualitative methods which are 

aimed to find only the shape and location of the target.  

Linear sampling method is one of the qualitative methods 

which is reliable, efficient, and has a noticeable high 

speed of computational operations to find the object shape 

and location [2]. Colton and Kirsch [8] regularized 

sampling methods to operate a reconstruction of the 

region of support of the scatterer from solution norm of a 

linear integral equation at each pixel point [9]. Proposing 

a simple and original "physical" interpretation of the 

linear sampling methods, which shows its relationship 

with electromagnetic focusing problems have been done 

in several articles such as [10,11]. A hybrid approach is 

proposed  to inspect three-dimensional homogeneous 

dielectric scatterers by using microwaves [12] and unlike 

optimization methods that are based on an initial guess 

which can lead to an unsuccessful reconstruction results 

due to approximate priori information, regularized 

sampling does not require anything to know about the 

scatterer shape or composition [13]. The LSM is also very 

fast in comparison with optimization methods as does not 

involve iteration. In the last years there were quite 

number of LSM applications in different area such as 

Trough Wall Imaging (TWI) [14,15], microwave imaging 

to detect and characterize nonaccessible target concealed 

into a wall [16,17]. As a newest one, (the LSM) offers a 

qualitative image reconstruction approach, which is 

known as a viable alternative for obstacle support 

identification to the well-studied filtered back projection 

(FBP), which depends on a linearized forward scattering 

model [18]. 

As the operator used in the LSM is linear it does not 

need born approximation and can be used for a wide 

range of the scatterers.  

In this paper we analyse the effect of various 

polarizations on reconstruction of PEC and dielectric 

shapes using LSM. We first calculate the far filed 

scattered pattern using the method of moment. Then the 

target is reconstructed with various polarizations such as 

TM and TE using LSM and compared. The rest of the 

paper is organized as follows: In Section 2 and 3 the 

formulation of the LSM and its physical meaning are 

briefly summarized. In section 4, we investigate noise 

effect and number of antennas and in section 5, TM and 

TE polarization results are compared together. Also the 

paper includes the results of multiple scatterers and 

coated objects reconstruction taking account the effect of 

polarization. Buried objects as one the most important 

applications in the medicine area has been investigated 

and the polarization influence in two states is compared 

for the first time. Finally, the conclusion is given in 

section 6. 

2. Formulation of LSM for TM Polarization 

2.1 General Two Dimensional Scatterer 

At first, we recall the far-field equation and definition 

of far-filed operator as the basis of LSM. We consider an 

infinitely long cylinder located in free space which the 

axis is parallel to z-axis. For the sake of simplicity, we 

consider the 2-D scalar electromagnetic scattering 

problem [19]. Denote that Ω is the region of the test. Let 

assume some transmitter antenna in the far-filed, radiating 

field approximated by the TM plane waves and the 

incidence angle     varing within (0,2 ). Let us denote 

  
 (    ) the only z-component of the scattered electric 

filed which is measured by receiving antenna in 

observation domain   (           ). Let     
 (    ) 

be the far-field pattern defined by the following equation: 
 

  
 (      )  

     

√ 
    

 (    )    (   )                  (1) 
 

where,     √    is the wave number of vacuum,  

is operating angular frequency and    and    are the free -

space permeability and permittivity, respectively. 
 

By introducing of operator    :  (    )    (    ) 

we define far-field equation as below: 
 

       (    )                                                           (2) 
 

Where 
 

     ∫     
 (    ) (  )   

  

 
                                (3) 

 

which g denotes an indicator function relevant to the 

amplitude of incident field 

and 

 (    )  √
 

   
                (   

 
)                         (4) 

 

which coincides with the far-field pattern of the field 

radiated by an electric current filament located at 

     Ω;    (      
 
       

 
). We solve equation (2) for 

the all points   . In this case according to LSM, initial 

current sources with limited power can radiate so that the 

scattered field of the object due to these ones is equivalent 

to the radiated filed of a linear line source which is inside 

of the object. For the numerical realization of the linear 

sampling method we assume an approximate measured 

far field pattern     
  that is known for different incident 

plane waves. According to Nystrom approximation 

equation (3) can be written as [20]: 
 

(  )(  )  
  

 
∑     

 (     )
 
    (  )                            (5) 

 

Now we define a matrix: 

  (
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And two vectors: 
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And 
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  ( (     )  (     )    (     ))
 

                           (8) 
 

To write matrix form of equation (2) as  
 

                                                                                 ( ) 
 

If   ‖ ‖  (    ) is the norm of the function g as the 

solution of the far-filed equation, then   will be infinite 

outside the lossless scatterer and finite inside of it. 

Therefore, the points in the domain where ‖ ‖ is finite are 

desired to reconstruct the shape of the scatterer. Hence, a 

regularization scheme must be considered. Using the 

Tikhonov regularization method [21], ‖ ‖ is given by: 
 

‖ ‖  (∑
  
 (    )

(    
 )

 
 
    )

   

                                            (10) 

 

 

where {  ,  ,  
 } is a singular system of operator 

   , (    ) are components of   on the singular function 

  s, and   is the regularization parameter which is 

obtained by Morozov’s discrepancy principle and should 

be considered that it usually chooses one hundredth of the 

largest of singular values [22]. 

3. Formulation of LSM for TE Polarization 

The same approach can be used to consider TE 

polarization. In this case a new operator     like that of 

equation (3) is identified.     is expressed with the same 

equation as (3) but     
  is replaced by (    

   

    
  )

   
as the magnitude of electric field in TE 

polarization. Now     can be replaced by     in equation 

(2) to formulate LSM for TE polarization. 

4. Noise and Antenna Number Effect 

In this section we consider the effect of noise and the 

number of antennas on the quality of reconstruction. 

Given the analogy between LSM and focusing problems, 

it follows that an important role in successful 

reconstruction of shapes is played by the number of 

primary sources and measurement points. As a matter of 

fact, if the number of transmitters is low, nothing could be 

achieved, even in the full aperture case, the desired 

focused field, while if the number of receivers is low, one 

could not properly control the synthesized scattered field 

to match to the desired one. On the other hand, an 

arbitrary large number of illuminations and measurements, 

which could overcome these problems, can be largely 

redundant and may be unnecessarily increases the 

measurement costs. According to [23] the selection of N 

antennas where N is given by       is sufficient. The 

optimal choice for  depends on the desired accuracy 

and    is a generally convenient one,   is the largest 

dimension of the scatterer and   is the wave number. The 

location of object, configuration of the antennas and how 

they are placed around the object is considered in Fig.1.  

 

Fig. 1. The Uniform location of antennas around the target  

At the end of this section we proceed to the noise issue. 

We assume that the noise is additive (i.e.,  
 (    )  

  (    )   (    )) and we firstsuppose that, for the sake 

of simplicity,  (    ) can be expanded as: 
 

 (    )  ∑   
 
     (    )                                        (11) 

 

More details about the effect of noise have been 

considered in [24]. In the next section we show the effect 

of noise on reconstruction quality and stability of LSM 

regarding to noise is considered. 

5. Numerical Results and Comparison 

Discussion 

In this section we propose some examples as the 

numerical results to reconstruct a kite shape object 

illustrated in Fig.2. We compare the quality of the LSM in 

TE and TM polarizations for PEC and dielectric targets. 

The forward scattering data for simulation has been 

produced by method of moment solver. Also, it is used 

electric field integral equation (EFIE) for the both of 

polarizations. Basically, EFIE has been derived by using 

surface equivalent theorem for PEC objects and volume 

equivalent theorem (VET) for dielectric ones. That is to 

say EFIE discretized with pulse basis and delta testing 

functions. As a test object, a kite plate shape of size about 

2.5λ×3λ was used and the parametric equation of this 

object is written below the figure 2. In all the examples 

discussed throughout this article, we will use units of 

free-space wavelength for the scatterer geometry, in this 

examples the wave number k equals 2π. The cell size of 

surfaces meshes is 0.01λ and for volume equivalent to a 

cell density of 520 cells per square dielectric wavelength. 

The number of receiving and transmitting antennas is 

n=38. For the kite-shaped cross section shown in Fig 2. 

‖ ‖is given by equation (9) where         , and 
 

‖ ‖
 is 

plotted for two polarizations in Fig. 2 and Fig. 3 for PEC 

and in Fig.4 and Fig. 5 for dielectric with    .If   is 

chosen very small so that it couldn’t eliminate small 

singular values; consequently, the reconstruction boundaries 

of the shape may be oscillated .On the other hand, the 

selection of large amount of   leads to an unsuccessful 
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reconstruction. Experimentally selection of          is 

appropriate. All of the results have been obtained for k=2  

(the operating frequency is about 300 MHz). 

5.1 Polarization Comparison 

Comparison between TM and TE polarizations shows 

that reconstruction of TM is better than TE for PEC 

objects. On the other hand, TE polarization is more 

efficient for dielectric objects. It is an expectable result 

since in forward scattering pattern in dielectric, there are 

two components of electric field in (i.e.    and   ) TE 

polarization and just one in TM; thus, the former provides 

more information for LSM than the latter. However as 

noted in [8] in resonance frequencies the points where 

electric field vanishes are better distinguishable in LSM. 

These points include the boundary of the conducting 

scatterers in TM polarization and exclude it in TE so the 

better result is obtained in TM for PEC. It is of great 

importance to note that both of the results have some 

problems in the quality of the boundary reconstruction. It 

refers to the right-hand side of (1). It is proved that the 

better results are obtained by replacing the right-hand side 

of (1) by the far field radiated from a dipole instead of 

monopole [20]. Since the forward pattern has the 

information of both polarizations, combination of the 

polarizations leads to a better shape reconstruction which 

is the future work of the authors. 

 

Fig. 2. Kite-Shape scatterer 

( ) (cos 0.65cos2 0.65,1.5sin ),0 2x t t t t t     
 

 

Fig. 3. Reconstruction of PEC object using TM polarization 

 
Fig. 4. Reconstruction of PEC object using TE polarization 

 
Fig. 5. Reconstruction of dielectric object using TM polarization 

 
Fig. 6. Reconstruction of dielectric object using TE polarization 

5.2 Multi-Scatterers 

Here we want to investigate how LSM works for multi 

scatterers. At first, we study the effect of polarization then 

pose the number of antenna. Comparison between two 

polarization TM and TE demonstrated that when we use 

incident filed with polarization TM, it leads to a better 

reconstruction toward to TE polarization incident one. It 

can be observed in Figs. 7 and 8 where we tried for two 

triangle and circle cross-section shape with 51 transmitter 

and receiver antennas. On the other hand, if we want to 

test multi-scatterer with more numbers, we have to 

increase the number of antennas, as we see in Fig.9, even 

increasing the number of antennas up to 108 cannot lead 

to a approvable reconstruction of three shape. However 

this increase cannot be done arbitrarily. As a result, it can 

be concluded that we need more transmitting and 

receiving antennas for LSM to work better as the number 

of the scatterers increases. It shows the important role of 

antenna number in the reconstruction of the shape in LSM. 

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
-1

-0.5

0

0.5

1

1.5

2



 

Journal of Information Systems and Telecommunication, Vol. 3, No. 3, July-September 2015 161 

 

Fig. 7. Reconstruction of multi-scatterers with 51 antennas with 

Polarization TE 

 

Fig. 8. Reconstruction of multi-scatterer with 51 antennas with 

Polarization TM 

 

Fig. 9. Reconstruction of three multi-scatterers with 108 antennas with 

Polarization TM 

5.3 Coated Objects 

In one part of simulations we considered coated 

objects. The results for a PEC coated by a dielectric are 

illustrated in Figs.10 and 11 for two polarizations. We 

considered a dielectric with thickness of 4 cm. 

 

Fig. 10. PEC kite-shape coated with dielectric       illuminated by 
TM-polarized waves. 

 

 

Fig. 11. PEC kite-shape coated with dielectric      illuminated by TE- 
polarized waves. 

 

5.4 Buried Objects 

One important application of the proposed method is 

to improve the quality of the shape reconstruction of a 

hidden object in the other one. It has a numerous 

applications in medical area such as microwave imaging 

and detection of cancer cells. Figs 12 and 13 show the 

location of a PEC object with circular cross section and 

radius 0.5 lambda, within dielectric object with 2D kite- 

shape cross section and thickness 4 cm. With comparison 

between Fifs. 12 and 13, it implies that the TM-

polarization result is more clear in the external shape 

boundary and in contrast the TE one, it has more clarity in 

the reconstruction of the hidden PEC within the dielectric. 

To sum up, it seems that, it can be wiser idea to use TE 

polarization, if the detection of hidden object is more vital.  

Despite of this point, the boundary details of internal 

object in these problems are not so clear and it can be 

considered as an open problem in LSM to find the shape 

and material of hidden object more precisely. 
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Fig. 12. Dielectric cylinder with     , and  thickness 4cm, within a 
kite- shape cross section, TM polarization. 

 

Fig. 13. Dielectric cylinder with      , and thickness 4cm, within a 

kite-shape cross section, TE polarization. 

5.5 Noise Effect 

Finally we would like to investigate an important 

parameter which can affect the reconstruction quality in 

real areas and that is noise. As a matter of fact, we want to 

clarify the robustness of LSM against noise for different 

polarizations. Generally, we know LSM as a method 

which is not affected by the noise so greatly and here we 

compare this feature for TE and TM cases. According to 

Figs. 14 and 16 we can say TM polarization for PEC 

leads to better results with the same noise condition 

(SNR=5dB), in contrast in the case of dielectric TE 

polarization leads to better one on the same condition (Fig. 

17 and Fig. 18). This can be implied that it’s more 

efficient to use TE polarization incident field to 

reconstruction of dielectric objects in the noisy 

environments. 

Generally linear sampling is the most important 

method which has stability to the noise effect. Note that 

we can reduce the effect of noise with increasing the 

number of antennas, but as we mentioned in section 4 the 

number of antennas cannot be arbitrary due to high cost 

of computational complexity and simulation time. 

Actually there is a limitation for the number of antennas 

that is defined by noise factor.  

 

Fig. 14. PEC with noise effect SNR=5dB and TM polarization 

The Comparison between Figs. 14 and 15 indicates that 

as there is more noise at environment, in other words, less 

SNR; we have a reconstruction with less resolution. The 

comparison between different polarization and various 

SNR shows that when we use TM polarization it will be 

achieved better result toward to TE one in the PEC and on 

the contrary TE is superior in the case of dielectric scatterer. 

This issue must be considered that the negative effect of 

noise on the dielectric is more, related to PEC objects. 

 

Fig. 15. PEC with noise effect SNR= -5dB and TM polarization 

 

Fig. 16. PEC with noise effect SNR=5dB and TE polarization 

For this purpose we tested a dielectric (    ) with 

TM polarization and SNR=-5dB at Fig.15 and shows loss 

of resolution in the shape reconstruction significantly 

toward to Fig. 17. 
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Fig. 17. Dielectric with noise effect SNR=-5dB and TM polarization 

 

Fig. 18. Dielectric with noise effect SNR= -5dB and TE polarization 

6. Conclusions 

To put everything in a nutshell, in this paper, we have 

investigated the performance of linear sampling method 

(LSM) for TM and TE polarizations based on far-field 

equation. It was shown by numerical examples that the 

quality of reconstruction of PEC objects is better than 

dielectric ones for TM polarization. 

However, in the dielectric object, TE polarization 

operates a little better than TM one. In addition, we have 

investigated the multiple scattering and coated objects and 

comparison between various polarizations. Further we 

posed an open problem about the reconstruction of a hidden 

shape within other unknown shape that both of them are 

dielectric especially due to having lots of applications. 

Moreover we discussed about the stability of LSM toward 

noise effect and had numerical examples for that. 

In the future, we plan to study the combination of TM 

and TE polarization; because the forward pattern has the 

information of both polarizations hence it can improve the 

quality of LSM results. Also we will consider the effect of 

frequency in various ranges on the shape reconstruction 

and infer it on the formulation to improve the results.  
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Abstract 
Nowadays software systems have very important role in a lot of sensitive and critical applications. Sometimes a small 

error in software could cause financial or even health loss in critical applications. So reliability assurance as a nun-

functional requirement, is very vital. One of the key tasks to ensure error-free operation of the software, is to have a 

quantitative measurement of the software reliability. Software reliability engineering is defined as the quantitative study 

of the operational behavior of software systems with respect to user requirements concerning reliability. Software 

Reliability is defined as the probability of failure-free software operation for a specified period of time in a specified 

environment. Quantifying software reliability is increasingly becoming necessary.  

We have recently proposed a new approach (referred to as SDAFlex&Rel) to the development of «reliable yet flexible» 

software. In this paper, we first present the definitions of a set of key terms that are necessary to communicate with the 

scope and contributions of this work. Based on the fact that software reliability is directly proportional to the reliability of 

the development approach used, in this paper, a new approach is proposed to quantitatively measure the reliability of the 

software developed using SDAFlex&Rel, thereby making precise informal claims on the reliability improvement. The 

quantitative results confirm the reliability improvement that is informally promised by SDAFlex&Rel. 

 

Keywords: Reliability; Quantitative Measurement; Reliability Assessment; Fault Prevention; Formal Methods. 
 

 

1. Introduction 

The demand for complex software-hardware systems 

has increased more rapidly than the ability to develop 

them with highly desired quality [2], [6], [9], [12]. When 

the requirements for and dependencies on such systems 

increase, the possibility of crises from software failures 

also increases. The impact of these failures ranges from 

inconvenience (e.g., malfunctions of home appliances) to 

economic damage (e.g., interruptions of banking systems) 

to loss of life (e.g., failures of flight systems or medical 

software).  

Software reliability engineering (SRE) is defined as 

the quantitative study of the operational behavior of 

software-based systems with respect to user requirements 

concerning reliability. SRE is centered around a very 

important facet of dependability, i.e., reliability. Software 

Reliability is defined as the probability of failure-free 

software operation for a specified period of time in a 

specified environment [1]. Software reliability has to be a 

probabilistic measure because the failure process, i.e. the 

way faults become active and cause failures, depends on 

the input sequence and operation conditions, and those 

cannot be predicted with absolute certainty [37-39]. 

Human behavior introduces uncertainty and hence 

probability into software reliability, although software 

usually fails in the same way for same operational 

conditions and same parameters. An additional reason to 

claim a probabilistic measure is that it is usually only 

possible to approximate the number of faults of complex 

software system. 

Many concepts of software reliability can be adapted 

from the older and successful techniques of hardware 

reliability [40-41]. However, this must be done with care, 

since there are some fundamental differences in the nature 

of hardware and software, and their failure processes. The 

largest part of hardware failures is considered as result 

from physical deterioration. Sooner or later, these natural 

faults will introduce faults into hardware components and 

hence lead to failures. Experience has shown, that these 

physical effects are well-described by exponential 

equations in the relation to time. Usage commonly 

accelerates the reliability decrease, but even unused 

hardware deteriorates. Software does not wear outor 

deteriorate, i.e., its reliability does not decrease with time. 

Moreover, software generally enjoys reliability growth 

during testing and operation since software faults can be 

detected and removed when software failures occur. On 

the other hand, Software may experience reliability 

decrease due to abrupt changes of its operational usage or 

incorrect modifications to the software. Software is also 

continuously modified throughout its life cycle. The 

malleability of software makes it inevitable for us to 

consider variable failure rates. 

Design faults are a different source for failures. They 

result mainly from human error in the development 

process or maintenance. Design faults will cause a failure 

under certain circumstances. The probability of the 
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activation of a design fault is typically only usage 

dependent and time independent. Unlike hardware faults 

which are mostly physical faults, software failures are 

caused by design faults, which are harder to visualize, 

detect, and correct. In the context of software reliability, 

the term design refers to all software development steps 

from the requirements to implementation [2-3]. 

 

 

 

Fig. 1. Formal Software Development Process 

 

In contrast to hardware, software can be perfect (i.e. 

fault-free). Formal modeling methods (FMMs) are 

broadly defined as notations with accurate and 

unambiguous semantics. They are supported by various 

tools. FMMs mathematically prove the consistency and 

completeness of activities during software development. 

Such proofs help detect all faults before they turn into 

failures. In addition, the correctness insured by proof is 

more comprehensive and reliable than the correctness 

guaranteed by test. These advantages facilitate the 

development of correct and reliable software [3-5].  

Fig. 1 illustrates the formal software development 

process using FMMs. This process starts with an initial 

formal specification, which abstractly states the 

stakeholders‟ requirements. Then, the details of design are 

added to the initial specification through a gradual process 

(   ), using formal refinement. This process contains 

several intermediate artifacts refined by transformations 

and continues until producing the final product [6]. 

FMMs, along with formal refinement and formal 

verification techniques prove the correctness of software 

throughout the formal software development process. As a 

result, the absence of faults is guaranteed. However, lack of 

knowledge and high cost restrict their use to the 

development of critical and high integrity software. Critical 

systems such as spacecraft, aircraft, nuclear power plant 

and pacemakers require a high level of reliability in their 

operation. Software failures can lead to fatal consequences 

in safety-critical systems [4], thereby making it more 

important than ever to ensure the reliability of such systems. 

The term „safety-critical‟ refers to those software systems 

whose failure may lead to loss of life or severe injury. In 

other words, safety-critical systems include software whose 

failure can lead to a hazardous state. 

We have recently proposed a Software Development 

Approach (SDA). This approach, referred to as 

SDAFlex&Rel  in this paper, promises to develop reliable yet 

flexible software [7]. In this approach, Object-Z, as a 

dominant formal specification language, is used to 

formally specify and refine requirements – which, in turn, 

prevent and remove probable faults. Formal modeling and 

refinement in Object-Z ensure the reliability of software.  

So far, many models have been proposed for 

quantification of the software reliability. Each of these 

models has its advantages and limitations [11-41]. In [43] 

we classify different approaches of software reliability 

modeling and finally, based on the analysis of the 

advantages and limitations, compare different approaches 

and mention some challenges and issues. 

In this paper, we quantitatively measure the reliability 

improvement promised by SDAFlex&Rel. Indeed, the 

contribution of this paper is to measure the reliability of 

the software developed using SDAFlex&Rel by measuring 

the reliability of SDAFlex&Rel because there is a direct 

relation between the reliability of software and the 

reliability of the corresponding development approach. 

The idea behind this work has been inspired by an 

existing technique for reliability assessment, i.e., software 

metric based reliability analysis, as well as a typical type 

of reliability measurement, i.e., prediction when failure 

data are not available. 

The rest of this paper is organized as follows: Section 

two presents the definitions of a set of key terms that are 

necessary to communicate with the scope and 

contributions of this work. These terms are dependability, 

failure, fault, and error. A brief description of the main 

approaches to the achievement of reliability, the major 

classes of reliability assessment, and the main activities of 

reliability measurement are also presented in section two. 

The reliability of the software development approach 

SDAFlex&Rel is quantitatively measured in section three. 

Finally, section four discusses the conclusions. 

2. Background 

2.1 Dependability 

Dependability is defined as the trustworthiness of a 

software-hardware system such that reliance can 

justifiably be placed on the service it delivers [1-3], [8-9]. 

The service delivered by a system is its behavior as it is 

perceptible by its user(s); a user is another system (human 

or physical) interacting with the former. Depending on the 

application(s) intended for the system, a different 
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emphasis may be put on the various facets of 

dependability, that is, dependability may be viewed 

according to different, but complementary, properties, 

which enable the attributes of dependability to be defined: 

 The readiness for usage leads to availability. 

 The continuity of service leads to reliability. 

 The nonoccurrence of catastrophic consequences on 

the environment leads to safety. 

 The nonoccurrence of the unauthorized disclosure of 

information leads to confidentiality. 

 The nonoccurrence of improper alterations of 

information leads to integrity. 

 The ability to undergo repairs and evolutions leads to 

maintainability. 

2.2 Failure 

A failure occurs when the user perceives that the 

system ceases to deliver the expected service [1]. The 

user may choose to identify several severity levels of 

failures, such as: catastrophic, major, and minor, 

depending on their impacts to the system service. The 

definitions of these severity levels vary from system to 

system [3].  

Failure behavior directly depends on the environment 

and the number of faults present in the software during 

execution. Let   denotes a random variable representing 

the system failure time. Failure density  ( ) corresponds 

to the probability distribution function of  . Failure 

probability  ( ) is the probability that the failure time is 

less or equal to time   [2], [10]: 

 ( )      (   )  ∫  ( )   
 

 

                                 ( ) 

Reliability  ( ) is the probability that the system 

delivers the expected services in the time interval: 

 ( )      ( )      (   )  ∫  ( )           ( )
 

 

 

With respect to the type of hardware faults, hardware 

reliability metrics are usually time dependent. Although the 

failure behavior of software (design) faults depends on 

usage and not directly on time, software reliability is 

usually expressed in relation to time, as well. However, it is 

possible to define software reliability with respect to other 

bases such as software runs. A major advantage of time 

dependent software reliability metrics is that they can be 

combined with hardware reliability metrics to estimate the 

system reliability. Only as intermediate results, some 

reliability models use time-independent metrics. 

2.3 Fault 

A fault is uncovered when either a failure of the 

software occurs or an internal error (e.g., an incorrect 

state) is detected within the software. The cause of the 

failure or the internal error is said to be a fault. It is also 

referred as a bug. Software faults arise mostly from 

design issues. The source of software faults include: 

 Incorrect requirements, even though the 

implementation may match them. 

 Implementation (software design and coding) 

deviating from (correct) requirements. 

 Uncontrolled or unexpected changes in operational 

usage or incorrect modifications. 

In summary, a software failure is an incorrect result 

with respect to the specification or an unexpected 

software behavior perceived by the user at the boundary 

of the software system, while a software fault is the 

identified or hypothesized cause of the software failure. 

When the distinction between fault and failure is not 

critical, defect can be used as a generic term to refer to 

either a fault (cause) or a failure (effect). 

2.4 Error 

The term error has two different meanings [3], [10]: 

1. A discrepancy between a computed, observed, or 

measured value, or condition and the true, 

specified, or theoretically correct value or 

condition. Errors occur when some part of the 

software produces an undesired state. Examples 

include exceptional conditions raised by the 

activation of existing software faults and an 

incorrect system status due to an unexpected 

external interference. This term is especially useful 

in fault-tolerant computing to describe an 

intermediate stage in-between faults and failures. 

2. A human action that results in software containing 

a fault. Examples include omission or 

misinterpretation of user requirements in a 

software specification, and incorrect translation or 

omission of a requirement in a software design. 

However, this is not a preferred usage, and the 

term mistake is used instead to avoid the confusion. 

2.5 Approaches to the Achievement of Reliability 

The development of a reliable software system calls 

for the combined utilization of a set of methods and 

techniques which can be classed into [3], [16], [25-30], 

[32], [34], [36]: 

 Fault prevention: how to prevent fault occurrence or 

introduction. The interactive refinement of the user‟s 

system requirement, requirements engineering (RE), 

the use of sound design methods, and the 

encouragement of writing clear code are the general 

approaches to prevent faults in the software. Formal 

methods develop and refine requirement 

specifications correctly using languages and tools 

with sound mathematical bases in order to achieve 

the following goals: 1) executable specifications for 

systematic and precise evaluation, 2) proof 

mechanisms for step-by-step verification using 

incremental refinement, and 3) every intermediate 

artifact is a subject to mathematical verification for 

correctness and appropriateness. 

 Fault removal: how to reduce the presence (number 

and seriousness) of faults. Fault removal uses 

techniques such as testing, inspection, verification, 

and validation to track and remove faults in software. 

Formal inspection is a practical fault removal 



 

Rasoolzadegan, A New Approach to the Quantitative Measurement of Software Reliability 

 

168 

scheme which is widely implemented in industry. 

Formal inspection is a rigorous process focused on 

finding faults, correcting faults, and verifying the 

corrections.  

 Fault tolerance: how to ensure a service capable of 

fulfilling the system‟s function in the presence of 

faults. Software fault tolerance is achieved by design 

diversity in which multiple versions of software are 

developed. These multiple versions, which are 

functionally equivalent yet independent, are applied 

in the system to provide ultimate tolerance to 

software design faults.  

 Fault forecasting: how to estimate the present 

number, future incidence, and consequences of faults. 

Fault forecasting involves formulation of the 

fault/failure relationship, an understanding of the 

operational environment, the establishment of 

reliability models, the collection of failure data, the 

application of reliability models by tools, the 

selection of appropriate models, and the analysis and 

interpretation of results. 

2.6 Reliability assessment 

The three major classes of software reliability 

assessment are [8-9], [14], [24]: 

 Black box reliability analysis: Estimation of the 

software reliability based on failure observations 

from testing or operation. These approaches are 

called black boxapproaches because internal details 

of the software are not considered. 

 Software metric based reliability analysis: 

Reliability evaluation based on the static analysis of 

the software (e.g., lines of code, number of 

statements, complexity) or its development process 

and conditions (e.g., developer experience, applied 

testing methods). 

 Architecture-based reliability analysis: Evaluation 

of the software system reliability from software 

component reliabilities and the system architecture 

(the way the system is composed out of the 

components). These approaches are sometimes 

called component-based reliability estimation 

(CBRE), or grey or white box approaches. 

2.7 Reliability measurement 

Measurement of software reliability includes two 

types of activities: reliability estimation and reliability 

prediction [11], [13]. Estimation determines current 

software reliability by applying statistical inference 

techniques to failure data obtained during system test or 

during system operation. This is a measure regarding the 

achieved reliability from the past until the current point. 

Its main purpose is to assess the current reliability and 

determine whether a reliability model is a good fit in 

retrospect. Prediction determines future software 

reliability based upon available software metrics and 

measures [15]. Depending on the software development 

stage, prediction involves different techniques [17-23]: 

1. When failure data are available (e.g., software is in 

system test or operation stage), the estimation 

techniques can be used to parameterize and verify 

software reliability models, which can perform 

future reliability prediction. 

2. When failure data are not available (e.g., software is 

in design or implementation stages), the metrics 

obtained from the software development process 

and the characteristics of the resulting product can 

be used to predict reliability of the software. 

Data collected during the test phase is often used to 

estimate the number of software faults remaining in a 

system which in turn often is used as input for reliability 

prediction. This estimation can either be done by looking 

at the numbers (and the rate) of faults found during 

testing or just by looking at the effort that was spent on 

testing. The underlying assumption when looking at 

testing effort is “more testing leads to higher reliability” 

[31], [33], [35]. 

3. Quantifying the reliability of the software 

developed using SDAFlex&Rel 

The software development approach SDAFlex&Rel has 

recently been proposed to develop reliable yet flexible 

software [7]. In SDAFlex&Rel, formal (Object-Z) and semi-

formal (UML) models are transformed into each other 

using a set of bidirectional formal rules. In this approach, 

Object-Z, as a dominant formal specification language, is 

used to formally specify, verify, and refine requirements 

to prevent and remove probable faults. As previously 

mentioned, fault prevention and fault removal are two 

main approaches to the development of reliable software 

systems. Therefore, formal modeling, verification, and 

refinement in Object-Z ensure the reliability of software. 

Visual models (UML diagrams) facilitate the interactions 

among stakeholders who are not familiar enough with the 

complex mathematical concepts of formal modeling 

methods. Applying design patterns to visual models 

improves the flexibility of software. The transformation 

of formal and visual models into each other through the 

iterative and evolutionary process, proposed in [7], helps 

develop the software applications that need to be highly 

reliable yet flexible. The workflow of SDAFlex&Rel is 

illustrated in Fig. 2. 

The iterative and evolutionary process illustrated in 

Fig. 2 continues until a final product with a desired 

quality (in terms of reliability and flexibility) is achieved. 

Fig. 3 illustrates the details of an iteration of SDAFlex&Rel 

which consists of the following phases: 

 Reliability Assurance Phase (RAP) which supports 

formal specification and refinement in Object-Z. 

 Visualization Phase (VP) which transforms Object-Z 

models into UML ones. 

 Flexibility Assurance Phase (FAP) which revises 

UML models from the viewpoints of design patterns 

and polymorphism. 
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 Formalization Phase (FP) which transforms UML 

models into Object-Z ones. 

In order to assess/measure the reliability of the 

software developed using SDAFlex&Rel, the reliability of 

SDAFlex&Rel is evaluated because there is a direct relation 

between the reliability of software and the reliability of 

the corresponding development approach [2-3], [6]. In 

other words, software reliability is directly proportional to 

the reliability of the development approach used. As 

previously mentioned, from the view point of assessment, 

such reliability assessment is categorized as software 

metric based reliability analysis, and from the viewpoint 

of measurement, such reliability measurement is 

categorized as prediction when failure data are not 

available. According to the details of each iteration in the 

proposed approach, the total reliability of SDAFlex&Rel is 

calculated as: 

 

 

 

Fig. 2. The workflow of SDAFlex&Rel 
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(3) 

  Number of iterations in the development 

process proposed by SDAFlex&Rel. 

   Number of formal refinement steps during 

RAP in the iteration   of SDAFlex&Rel. 

   Number of revision steps during FAP in the 

iteration   of SDAFlex&Rel. 

    (   ) Reliability of the     formal refinement step 

in RAP during the     iteration. 

   ( ) Reliability of the    formal transformation 

from Object-Z into UML (formalization) in VP. 

    (   ) The reliability of the     revision step in 

FAP during the     iteration of SDAFlex&Rel. 

   ( ) Reliability of the     formal transformation 

from UML into Object-Z (visualization) in FP. 

              Total reliability of SDAFlex&Rel. 

As previously mentioned, contrary to hardware, 

software does not wear out or deteriorate, i.e., its 

reliability does not decrease with time due to physical 

depreciation. However, Software may experience 

reliability decrease due to abrupt changes of its 

operational usage or incorrect modifications to the 

software. Therefore, the reliability of a flexible software 

or a flexible software development approach (such as  

SDAFlex&Rel) does not decrease with time because 

“flexibility” is defined as the ability of a system to 

respond to potential internal or external changes affecting 

its value delivery, in a timely and cost-effective manner. 

In other word, the reliability of software or a software 

development approach in the presence of flexibility is 

equivalent to   (reliability in the absence of time) instead 

of   ( )  (general definition of reliability presented in 

subsection 2.2). According to the fact that the flexibility 

of SDAFlex&Rel has been demonstrated in [42], the 

reliability of SDAFlex&Rel is calculated regardless of time 

as               instead of              ( ). 

In the current version of SDAFlex&Rel, all activities of 

the phases RAP, FP, and VP are performed formally with 

sound mathematical bases. The proposed formal 

transformation rules make it possible to transform UML 

class diagrams and Object-Z specifications into each other 
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without any fault during the phases FP and VP. Moreover, 

formal refinement, along with formal verification 

guarantees the correctness of the activities performed 

during the phase RAP. As previously mentioned, 

formalism ensures the absence of faults. Therefore, the 

reliability of each of those activities performed during the 

phases RAP, FP, and VP equal 1 (           (   )  
   ( )     (   )   ). 

However, in the current version of SDAFlex&Rel, during 

the phase FAP, designers apply the required design 

patterns to the class diagram of the system being 

developed without any formal systematic control. This 

may cause the syntactic or the semantic structure of the 

class diagram to become inconsistent. Therefore, the 

reliability of every activity in the phase FAP does not 

equal 1 (             (   )   ). Relation (3) is then 

simplified as:  

              ( )  ( )  ∏∏    (   )

  

   

 

   

 ( )    

              ∏∏    (   )

  

   

 

   

 

              (   )    

(4) 

 

 

 

Fig. 3. A schematic view of an iteration   of SDAFlex&Rel 

 

A formal mechanism can be proposed to make the 

class diagram of the software being developed be 

formally revised when a design pattern is applied to it in 

FAP. As a result, applying design patterns to the class 

diagram of software not only improves the flexibility of 

the software but also preserves the syntactic and the 

semantic structure of the class diagram – which, in turn, 

leads to consistency preservation during the revision 

process of the class diagram in FAP. To do so, a set of 

formal rules can be defined using model refactoring based 

on graph transformation at the meta-level of the UML 

class diagram to make it possible to add/remove/change a 

modeling element to/from/in a class diagram without 

making its syntax and semantics become inconsistent. 

Designers are then allowed to change a class diagram just 

using the defined rules in order to revise it based on a 

design pattern. Therefore, the reliability of every activity 

in the phase FAP will equal 1 (            (   )   ). 

Relation (3) is then simplified further as: 

              ∏∏   

  

   

 

   

 (5) 

As previously mentioned, the reliability of software 

developed using a development approach is directly 

proportional to the reliability of the development 

approach. Therefore, the reliability of the software 

developed using the current version of SDAFlex&Rel is 

obtained according to relation (4), but in the future, by 

proposing a formal mechanism for supporting the revision 

process of the phase FAP, the reliability of the software 

increases to 1 according to relation (5).  

Generally, a software development process includes 

several (  ) activities [6], [44-45]. Based on the 

assumption that these activities do not enjoy a sound 

mathematical (formal) basis, the reliability of each of 

them dose not equal to 1 (     ( )   ). As a result, the 

process reliability can be formulated as: 

                ∏ ( )

 

   

         ( )    (6) 

In order to simply compare                  with 

            , relation (4) is reformulated as follows: 
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such that: 

                 ( 
    )     

   ∑   
 
   , 

          ∑   
  

   
   ∑   

    

   
 

                  ∑   
  

   
 

The following assumptions are made according to 

relations (6) and (7): 

1. In                       ( )     
2. In                    

           ( 
    )      

3.                ( 
    )    ( ), because: 1) the input 

materials of FAP are correct and fault-free and 2) 

During FAP, the input materials are just revised 

using design patterns and polymorphism with low 

possibility of fault occurrence, and 3) the lack of 

semantic inconsistency between the input and the 

output of the phase FAP is guaranteed by the 

existing formal analysis techniques (such as 

initialization theorem and precondition investigation) 

and the various formal verification mechanisms that 

support Object-Z (as illustrated in Fig. 2). 

4.      , 

With respect to these assumptions, we can conclude that: 

∏    ( 
    )∏ ( )                                                  ( )

 

   

  

   

 

                              

The above-mentioned analysis shows that the 

reliability of SDAFlex&Rel is greater than the reliability of a 

generic software development process. The main 

conclusion is that the more widespread the use of 

formalism including formal specifications, refinement, 

and verification throughout a software development 

process, the more reliable the software development 

process will be. Therefore, supposing that some ( ) of 

the activities of the software development process 

              are performed formally, the reliability of 

              , previously formulated as relation (6), is 

reformulated as relation (9):  

                ∏  ( ) 
   = ∏  ( )   

   ∏  ( )   
    

             ( )  
⇒                              ∏ ( )

   

   

  

                ∏ ( )

   

   

         ( )    (9) 

Conclusion:                         

With respect to the fact that the reliability of a 

software product is directly proportional to the reliability 

of the development approach used, the more reliable the 

software development approach, the more reliable the 

software product. According to the aforementioned 

analyses, the reliability of software developed using 

SDAFlex&Rel is greater than the reliability of software 

developed using a generic software development process. 

4. Conclusions 

In this paper, we quantify the reliability improvement 

promised by the software development approach 

SDAFlex&Rel, which has recently been proposed to develop 

reliable yet flexible software. This approach improves 

software reliability through preparing the ground for 

formal modeling, refinement, and verification– which, in 

turn, prevent and remove probable faults. In order to 

quantify the reliability of the software developed using 

SDAFlex&Rel, the reliability of SDAFlex&Rel is quantitatively 

measured because there is a direct relation between the 

reliability of software and the reliability of the 

corresponding development approach. In other words, 

software reliability is directly proportional to the 

reliability of the development approach used. Such 

reliability assessment is categorized as software metric 

based reliability analysis. The results confirm the 

promised reliability improvement  
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Abstract 
Image fusion is a process in which different images recorded by several sensors from one scene are combined to 

provide a final image with higher quality compared to each individual input image. In fact, combination of different 

images recorded by different sensors is one of image fusion methods. The fusion is performed based on maintaining 

useful features and reducing or removing useless features. The aim of fusion has to be clearly specified. In this paper we 

propose a new method which combines vision and infrared images by weighting average to provide better image quality. 

The weighting average is performed in gradient domain. The weight of each image depends on its useful features. Since 

these images are recorded in night vision, the useful features are related to clear scene details. For this reason, object 

detection is applied on the infrared image and considered as its weight. The vision image is also considered as a 

complementary of infrared image weight. The averaging is performed in gradient of input images, and final composed 

image is obtained by Gauss-Seidel method. The quality of resulted image by the proposed algorithm is compared to the 

obtained images by state-of-the-art algorithms using quantitative and qualitative measures. The obtained results show that 

the proposed algorithm provides better image quality. 

 

Keywords: Image Fusion; Useful Features; Infrared Image; Vision Image; Weighted Averaging. 
 

 

1. Introduction 

Image fusion is a process of combining different 

images recorded from one scene to provide a final image 

with higher quality compared to the individual input 

images [1]. Image fusion algorithm has three important 

stages as: input images that are classified in four 

categories [1,2,3], image registration [4,5] and combining 

algorithm [1]. The image fusion is performed in three 

levels as: pixel-level [1], feature level [1] and decision 

level [1]. In this paper, the image fusion is performed in 

pixel level. According to the aim of fusion, definition of 

the quality is specified. One of image fusion methods is 

combination of different images recorded by different 

sensors. The fusion is based on maintaining useful 

features and reducing or removing useless features. The 

aim of fusion must be clearly specified. This depends on 

the type of images and its application. The useful and 

useless features depend on the aim of fusion [1]. In this 

paper input images have been recorded by visible and 

infrared sensors from same scene and in sunset time. 

Since visible imaging sensors are dependent to scene light 

image, clearness also depends on scene light. However, 

due to imaging time (sunset time) there is not enough 

light for some points of scene and therefore there is not 

possibility to present all scene details.  

The problem can be resolved by using infrared imaging 

sensor. Because this performs imaging based on heat of 

objects and radiant heat difference is displayed as a visible 

image. But cold object is not clear in infrared image [1]. 

Therefore, it seems that combining visible and infrared 

images using appropriate method can resolve the 

shortcoming of both sensors and provide a final image 

with quality of day time [1]. Thus, in this case, the aim of 

fusion is to obtain an image with better quality such that 

all scene details are clear [2]. The useful features of input 

images are clear objects of the scene which have to retain 

in final image [12]. In this paper the performance of the 

proposed method is compared against general methods 

including averaging by principle component analysis [14], 

averaging, laplacian pyramid [5] and wavelet transform [6]. 
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Fig. 1. Block diagram of the proposed algorithm 

 

In averaging by principle component analysis method, 

the weight of each image is the normalized weight 

proportional to its principle component [14]. In averaging 

method, pixels of the output image are obtained by 

averaging on pixels of input image. In Laplacian method, 

each input image is decomposed into its Laplacian 

pyramid surfaces, then fusion is performed by 

combination of pyramid surfaces and final image is 

obtained using inverse pyramid transform [15]. In wavelet 

method, each input image is decomposed by wavelet 

transform and then the wavelet coefficients of the final 

image is calculated by maximization of high frequency 

coefficients and averaging on low frequency coefficients. 

The final image is obtained by using inverse wavelet 

transform [16]. In these methods, there are two problems: 

reduction in final image contrast and reduction in clarity 

of final image background, compared to visible input 

image. These problems occur because firstly low 

frequency components are blurred by averaging in whole 

image and so the contrast of final image reduces. 

Secondly, the weight of each image is not proportional to 

useful features. This causes that the useful information to 

be useless. In following section, we propose a new 

method which provides optimum weights and prevents 

contrast reduction in the final image. 

2. The Proposed Method 

An effective method to prevent contrast reduction is 

to apply averaging on gradient of each image. Because 

the gradient represents sudden changes or in other words 

high frequency image components and so low frequency 

image components remain without any changes. This 

results in the contrast reduction to be removed and low 

frequency information remains without any changes. To 

retain the useful information, we find the optimal weight 

of each image. The optimum weight includes only useful 

image features. 
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Fig. 2. Block diagram of the proposed object detection 

 

The useful features are background information and 

hidden objects for the visible image and infrared image, 

respectively. Note that we use the term of “hidden objects” 

for infrared images because these objects cannot be 

observed in visible images. Therefore, the weight of 

infrared image is complementary of the weight of visible 

image. The aim of fusion is to detect the hidden objects 

existed in infrared image and to display them in a same 

background as existed in visible image. The block 

diagram of the proposed method is shown in Figure 1 

which is detailed on following subsections.  

2.1 Gradient Block 

The inputs to the gradient block are the input images 

and the outputs are horizontal and vertical gradient of 

each image. The image gradient is obtained by 

convolution of input image with a vector of [-1/2, 0, 1/2] 

in row and column directions [17]. The gradient is used to 

extract the required information from images for instance, 

the edges and the changes in intensity. After computation 

of the gradient images, the pixels with large gradient 

values will be considered as possible edge pixels. The 
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pixels with the largest gradient values in the direction of 

the gradient are considered as edge pixels, and the edges 

may be traced in the direction perpendicular to the 

gradient direction. One example of edge detection 

algorithm based on gradient is the Canny edge detector. 

2.2 Object Detection 

In order to find the optimum weight of the infrared 

image, or in other words, hidden objects, it is applied as 

an input to the object detection block. For more 

classification, the process of object detection is shown as 

a block diagram in Figure 2. The main criterion for object 

detection is to exist higher intensity of object area 

compared to the background image. During the detection 

of high density areas in the image, undesired and 

additional areas will be also detected. Thus, it requires to 

use an effective method to remove undesired areas and 

maintain target area. This can be achieved by detection of 

target area borders, detailed in following section. 

2.2.1 To Obtain Standard Image 

Standard image includes the borders of the target area. 

This image is a multiplication of three threshold images. 

The threshold image is obtained by sigmoid function 

which is applied on gradient image. The gradient image is 

compared to three threshold levels. These thresholds are: 

(a) visible image intensities, (b) intensity upper than 80 

percent of infrared image and (c) intensity upper than 80 

percent of infrared gradient image.  

2.2.2 To Execute Delete Function 

Gamut of input and output of delete function is zero 

and one. For detection of target area completely, equality 

of neighbor pixels is used as a criterion. The delete 

function is given by: 
 

(1)      (i,j)= |                       |  + 

0.7*(|∑                         | 
 

Where N is quartette neighborhood of current pixel 

located in position of (i, j) from input image. This 

function is executed twice for each pixel (for L=0, and 

L=1). The value of L corresponding to lower function 

value is selected and the lower function value is 

considered for output pixel. In first step, this function is 

executed on initial image. In next step, this function is 

applied on output image of the previous step and it is 

repeated until output image energy is less than input 

image energy. The energy of each image is obtained by: 
 

(2) E(i,j)= |                        | + 

0.7*(|∑                          | 
 

Where N is quartette neighborhood of current pixel 

located in position of (i, j) from input image. Note that the 

coefficient of 0.7 has been obtained in simulation by 

manual changing to get the best performance in the 

proposed method. By repeating the execution of delete 

function, we obtain an image which satisfies the criterion 

as mentioned in block diagram of Figure 2 which is 

Eout<Ein. Therefore the target area is detected and weight 

of infrared image is calculated. Since useful information 

of two images are complementary, we consider the weight 

of infrared and visible images complementary as well.  

2.3 To Obtain Weight of Input Images 

The weight of infrared and visible images are 

multiplied in gradient infrared and visible images, 

respectively. 

2.4 To Obtain Fused Image Gradients 

The horizontal and vertical gradients of two images 

are independently added together. The obtained horizontal 

and vertical gradients are considered as fused gradients in 

same direction.  
 

(3)     
= (1-w)*   

+ (w)*   
 

(4)     = (1-w)*   
 + (w)*   

 
 

Where W is the optimum fused weight. 

2.5 Final Image Construction Using Fused 

Gradient 

In order to construct fused image using fused 

gradients, we use solving Poisson equation [8]. Suppose 

final fused image and the gradient fused image are 

presented by    and    , respectively. It requires 

minimizing following equation: 
 

(5) ∫                 
 

Where   is image area and equation (5) should be zero. 

To solve final fused problem, it requires solving Poisson 

equation:  
 

(6)               
 

This implies that following equation is solved in terms 

of F(i,j): 
 

(7) 
F(i,j+1) + F(i,j-1) – 2*F(i, j) + F(i-1,j)+F(i+1,j) – 

2*F(i, j) = div(     
 

Thus, it requires to find the image pixel located in (i,j). 

Equation (7) can be rewritten as: 
 

(8) F(i,j) = 0.25*(F(i,j+1) + F(i,j-1) + F(i-1,j) + 

F(i+1,j) – div(     
 

This equation is used for all image pixels. Thus, the 

number of unknown quantities is equal to all fused image 

pixels. Iterative method is used to solve Eq. (8). We use 

Gauss-seidel method due to having high speed 

convergence. According to the aim of fusion, visible 

image pixels are considered as initial values. 

3. Output of the Proposed Object Detection 

Method 

As an example, we apply the proposed object 

detection algorithm on three groups of input images 

http://en.wikipedia.org/wiki/Canny_edge_detector


 

Journal of Information Systems and Telecommunication, Vol. 3, No. 3, July-September 2015 177 

named: Nato Camp, Duine and Trees. The obtained 

results are shown in Figures 3, 4 and 5. In these Figures, 

(a) shows infrared image that is the input of the object 

detection, (b) shows the infrared image that is the output 

of first step of the object detection, (c) shows initial image 

that is the input of the delete function and (d) shows 

weight of infrared image that is the output of the object 

detection. As observed, the proposed method detects the 

hidden object (which is a person) and therefore it 

considers the hidden object as a weight of the infrared 

image. Figures 3(b) through 5(b) and 3(d) through 5(d) 

contain difference features. For instance, Figures 3(b) 

through 5(b) extract only the edges of the hidden object, 

but Figures 3(d) through 5(d) detect the hidden object. 

Meanwhile, Figures 3(b) through 5(b) consists of a lot of 

noise, and the proposed detection method removes the 

noise of Figures 3(b) through 5(b) and the obtained results 

are shown in the Figures 3(d) through 5(d).  

4. Evaluation of the Proposed Algorithm 

The proposed algorithm is evaluated using qualitative 

and quantitative measures. Visual comparison and 

numerical comparison are used as quantitative and 

qualitative measures, respectively. 

4.1 Visual Comparison 

Figures 6, 7 and 8 show the obtained images by 

different fusion algorithms. Visual and infrared images 

are shown in figures (a) and (b), respectively. The 

resulted image by using PCA [18,19], averaging [6], 

Laplacian pyramid [20], Wavelet [21] and the proposed 

algorithms are presented in Figures (c), (d), (e), (f) and (g), 

respectively. 

 

Fig. 3. Object detection on Nato Camp: (a) Infrared image (b) Standard 
image (c) Initial image (d) Weight of infrared image. 

 

Fig. 4. Object detection on Duine: (a) Infrared image (b) Standard image 
(c) Initial image (d) Weight of infrared image. 

 

Fig. 5. Object detection Trees: (a) Infrared image (b) Standard image (c) 

Initial image (d) Weight of infrared image. 
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Fig. 6. Input and output of different methods on Nato Camp: (a) visible image (b) infrared image (c) output of PCA (d) Output of averaging method (e) 
Output of laplacian pyramid (f) output of wavelet (g) Output of the proposed algorithm. 

 

Fig. 7. Input and output of different methods on Duin: (a) visible image (b) infrared image (c) output of PCA (d) Output of averaging method (e) Output 

of laplacian pyramid (f) output of wavelet (g) Output of the proposed algorithm. 

(a) b) ) (c) 

(d)   (e)  f)) 

g)) 

g)) 

b)) c)) 

e))  f)) 

a)) 

d)) 
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Fig. 8. Input and output of different methods on Trees: (a) visible image (b) infrared image (c) output of PCA (d) Output of averaging method (e) Output 

of Laplacian pyramid (f) output of wavelet (g) Output of the proposed algorithm. 

 

As observed, the output image provided by the 

proposed method maintains useful features of the infrared 

image which is hidden person and also maintains the 

background of visible image better than other fusion 

algorithms. Therefore, the proposed algorithm provides 

more effective fusion compared to the other algorithms. 

4.2 Quantitative Comparison 

Quantitative comparisons are performed by using two 

criteria named structural similarity [22] and maintain edge 

[23,24]. 

4.2.1 Structural Similarity 

Structural similarity is given by: 
 

(9)             [      ][      ][      ] 
 

Where I(A,B), C(A,B) and S(A,B) are intensity, 

contrast and intensity correlation of A and B images 

given by: 
 

(10)        
     

  
    

  ;        
     

  
    

          
   

    
 

 

Where   is standard deviation and   is mean of image. 

This criterion must have low value for infrared images 

and high value for visible images because in infrared 

images the only useful information is the hidden object 

(the hidden person) whereas all background information 

related to visible images is reflected to fusion image and 

therefore the structural similarity between the visible 

image and final image will be high. The obtained 

structural similarity of PCA, Averaging, Laplacian 

pyramid, Wavelet and the proposed method are given in 

Table 1, Table 2 and Table 3 for Nato Camp, Duine and 

Trees images, respectively. As observed, the proposed 

method provides lower value for infrared images and 

higher values for visible images. This means that the 

proposed method results in higher performance compared 

to other methods. 

4.2.2 Maintain Edge 

Maintain edge is a measure for evaluation of fused 

algorithms and its value is between zeros to one. The 

value of zero means that the edge information has been 

lost whereas the value of one indicates all edge 

information has completely maintained. Therefore, higher 

value of maintain edge indicates the fusion algorithm is 

more appropriate and edge information is maintained. 

Table 1. Comparison of similarity structural that is related to Nato Camp input 

structural 

similarity with 

infrared image 

structural 

similarity with 

visible image 

Sum of 

structural 

similarity 

Fusion 

algorithms 

11.954 1.7531 12.8484 PCA 

6.1245 10.4168 16.5413 Averaging 

8.6881 7.9466 16.6348 
Laplacian 

pyramid 

6.1562 10.4180 16.5742 Wavelet 

1.5742 15.7363 17.3109 
The proposed 

method 

 

a)) 
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Table 2. Comparison structural similarity that is related to Duine input images 

structural 

similarity with 

infrared image 

structural 

similarity with 

visible image 

Sum of 

structural 

similarity 

Fusion 

algorithms 

17.4871 14.4797 31.9668 PCA 

30.7692 17.1848 47.9530 Averaging 

21.2468 14.8922 36.3190 
Laplacian 
pyramid 

30.9504 17.2093 48.1597 Wavelet 

0.6771 17.2586 17.9357 
The proposed 

method 

Table 3. Comparison structural similarity that is related to Trees input images 

structural similarity 

with infrared image 

structural 

similarity with 

visible image 

Sum of 

structural 

similarity 

Fusion 

algorithms 

17.4871 14.4797 31.9668 PCA 

16.7860 15.2024 31.9884 Averaging 

4.2638 15.4598 19.7236 
Laplacian 

pyramid 

16.7711 15.2176 31.9886 Wavelet 

3.8675 16.210 19.7086 
The proposed 

method 
 

As an example, we calculate the maintain edge resulted 

by averaging with PCA, averaging, Laplacian pyramid, 

wavelet and the proposed algorithms for three different 

images: Nato Camp, Duin and Trees. The obtained results 

are presented in Table 4. As observed, the proposed 

algorithm provides higher value compared to other 

methods. This means that the proposed method is more 

capable to maintain the information of input image edges.  

Table 4. Maintain edge of Nato Camp, Duin, Trees 

Trees Duin Nato Camp Fusion algorithms 

0.3137 0.3137 0.3626 Averaging with PCA 

0.3183 0.3500 0.4153 Averaging 

0.2703 0.2706 0.2958 Laplacian pyramid 

0.3176 0.3500 0.4144 Wavelet 

0.5757 0.6955 0.6806 The proposed method 

4.2.3 Running Time 

A running time of the averaging PCA, averaging, 

Laplacian pyramid, wavelet and the proposed method has 

been computed by using MATLAB on the computer 

(Intel, CPU 2.0, 2GB memory) and has been represented 

in Table 5. The size of three images is 1280*960. As 

observed, the running time of the proposed method is 

lower than other methods. 

Table 5. Time duration of Nato Camp, Duin, Trees 

Trees Duin Nato Camp Fusion algorithms 

291.478 s 279.344 s 287.345 s Averaging with PCA 

251.679 s 246.691 s 250.073 s Averaging 

259.213 s 249.675 s 257.867 s Laplacian pyramid 

258.467 s 247.543 s 256.355 s Wavelet 

232.741 s 245.468 s 203.578 s The proposed method 

5. Conclusions 

In this paper, we proposed a fusion algorithm based on 

infrared and visible images by averaging on gradients of 

input images. The gradient of image includes high 

frequency features of the image and therefore low 

frequency components maintain and prevent blending in 

output image. By obtaining the optimum weights of the 

infrared and visible images for fusion, we ensure that 

useful features are used in final image. The useful 

features are hidden objects and background for the 

infrared and visible images, respectively. In order to 

evaluate the proposed method, the obtained results are 

compared to averaging by PCA, averaging, Laplacian 

pyramid and wavelet methods for three different images 

named: Nato Camp, Duin and Trees. The evaluation is 

performed by using qualitative and quantitative measures. 

Visual comparison is used as qualitative measure and 

numerical comparison including structural similarity and 

maintain edge is used as quantitative measure.  

In visual comparison, the obtain results show that the 

proposed method maintains the background information 

(useful information related to visible image) and hidden 

objects (useful information related to infrared image) 

more effectively compared to other methods. 

In numerical comparison, the resulted structural 

similarity has lower value for infrared and higher value 

for visible image by applying the proposed method 

compared to other methods. This means that the proposed 

method maintains the useful information for both infrared 

and visible images in fused image. Also, the obtained 

results for maintain edge using the proposed method have 

higher values compared to other methods. This indicates 

that the proposed method maintains edge information 

belonging to both infrared and visible images better than 

other methods. Thus, the obtaining results show that the 

proposed algorithm results in higher quality in the fused 

image compared to other methods.  
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Abstract 
Plagiarism is one of the common problems that is present in all organizations that deal with electronic content. At present, 

plagiarism detection tools, only detect word by word or exact copy phrases and paraphrasing is often mixed. One of the 

successful and applicable methods in paraphrasing detection is fuzzy method. In this study, a new fuzzy approach has been 

proposed to detect external plagiarism in Persian texts which is called Persian Fuzzy Plagiarism Detection (PFPD). The 

proposed approach compares paraphrased texts with the aim to recognize text similarities. External plagiarism detection, 

evaluates through a comparison between query document and a document collection. To avoid un-necessary comparisons 

this tool employs intelligent technology for comparing, suspicious documents, in different levels hierarchically. This method 

intends to conformed Fuzzy model to Persian language and improves previous methods to evaluate similarity degree between 

two sentences. Experiments on three corpora TMC, Irandoc and extracted corpus from prozhe.com, are performed to get 

confidence on proposed method performance. The obtained results showed that using proposed method in candidate 

documents retrieval, and in evaluating text similarity, increases the precision, recall and F measurement in comparing with 

one of the best previous fuzzy methods, respectively 22.41, 17.61, and 18.54 percent on the average. 

 

Keywords: Text Retrieval; Plagiarism Detection; External Plagiarism Detection; Text Similarity; Fuzzy Similarity Detection. 
 

 

1. Introduction 

In this article, different types of plagiarism and their 
detection methods are studied. Also, a method based on 
fuzzy information retrieval is proposed to detect plagiarism. 

Precision and recall are significant performance factors 
in plagiarism detection system. In this paper, we present an 
approach to external plagiarism detection in Persian texts, 
PFPD (Persian Fuzzy Plagiarism Detection). The aim of 
this tool is to make compatible fuzzy method in Persian 
language, thus the procedures put forward by [1], would be 
improved and the precision and recall increased. 

The fuzzy statement here, is extracted from previous 
researches done in this field, and denotes the calculation 
of similarity between zero to one range. 

The precision and recall in the tools for plagiarism 
detection is very important. The problem with previous 
systems in intelligent plagiarism detection is the 
embedding of plagiarized parts in varied sentence 
structures and synonym replacement [2]. 

The Language-independent tools may be inefficient 
for particular languages such as Arabic and Farsi [4].  

The main problem is to present an approach to verify 
plagiarism through an efficient algorithm in order to 
recognize similarities and improve the precision and 
recall in obtained results in a timely manner. The other 
problem is prevention or minimizing the unnecessary 
repetitious operations [5]. The existing solutions are time-
consuming [6]. 

In the phase of candidate document selections and 
plagiarism analysis, presented methods do not encompass 
adequate precision and recall to detect paraphrasing [2]. 

Therefore, the problem of this research is: 
Increasing precision and recall in candidate documents 

retrieval in Persian language, through hierarchical 
methods, and in measuring the similarity of a Persian text 
by using fuzzy-methods. 

We believe that the use of semantic methods, based on 
fuzzy IR for paraphrasing detection establishes more 
precision and recall, in comparison with other methods [2]. 
Using the retrieved candidate’s documents of hierarchical 
methods at any phase, the program checks the documents 
with an increased possibility of plagiarism detection and 
prevents checking of unimportant documents [4]. 

For the design of this system, Apache nutch and 
Apache solr are applied. Nutch used for crawling while 
solr is for indexing and searching data of candidate 
documents retrieval. Experiments on three corpora TMC, 
Irandoc and extracted corpus from prozhe. com, are 
performed to get confidence on proposed method 
performance. The experiments denote that using proposed 
method in candidate documents retrieval, and in 
evaluating text similarity, increases the precision, recall 
and F measurement in comparing with one of the best 
previous fuzzy methods, respectively 22.41, 17.61, and 
18.54 percent on the average. 
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The organization of the paper is as follows. Section 2 

describes related works to the paper and their limitations. 

The approach proposed here is described in Section 3. 

Section 4 states a description of test collection which is 

used for evaluation and presents the results of this 

evaluation. Finally, Conclusions are presented in Section 5. 

2. Related Work 

Depending on the language of compared texts, 

plagiarism detection, is classified into two groups as; 

mono-lingual or cross-lingual (Figure 1). 

 

Fig. 1. Plagiarism Detection Techniques 

For external plagiarism detection, a suspicious 

document is compared with one or more other documents. 

The operational platform for that is briefly outlined below 

[3]: (Figure 2) 
 

 

Fig. 2. Methodology of extrinsic plagiarism detection [2,3] 

1. The suspicious document and original documents; 

including the sources that may contain plagiarism 

which are regarded as input. 

2. Three main steps are required: 

a. The retrieval of a list of candidate documents, 

using the models of information retrieval. 

b. Comprehensive analysis to compare suspicious 

document with candidate documents. 

c. Post-processing to mix small detected units to be 

presented to the viewer. At this stage, it should 

be decided whether plagiarism exists or not. 

Meyer zu Eissen, S et. al. [7] discuss the different 

types of plagiarism. This represented classification in [2], 

is a more comprehensive, where plagiarism is divided into 

two groups: i) Literal ii) Intelligent. Fig. 3 illustrates the 

different types of plagiarism. Hence, the focus of this 

paper is detecting paraphrased sentences. 

 

Fig. 3. Types of plagiarism 

The two main stages in plagiarism detection are 

candidate document retrieval and detail analysis, to 

compare suspicious document with candidate documents. 

In candidate documents retrieval there is global similarity, 

but in detail analysis step, local similarity is considered. 

In local similarity, two documents are checked from a 

semantic point of view which forms the basis for 

plagiarism detection [8]. 

In this section only the most related works are 

mentioned. In research [9], to obtain semantic similarity, 

the depth and length of the shortest path to the word, in 

sequence of Synset in Wordnet, is applied. The structure 

of Wordnet changes this into a useful tool for a natural 

language processing. 

 

 

 

 

 

Table 1. Most Related Work. 

 Date Specification Advantage Disadvantage 

[5] 2005 
Using the term-term correlation matrix 

in fuzzy information retrieval approach 

Able to distinguish synonym 

replacement and structure change 
High expenses to make and keep matrix 

[6] 2006 

Using the depth and length of the 

shortest path to the word, in sequence 

of Synset in Wordnet 

Able to distinguish synonym 
replacement and structure change 

Unable to be used in Persian language, 

because Farsnet is unable to calculate 

depth and length of the path to the word 

[1] 2010 Fuzzy analysis for plagiarism detection 

Because of its nature, Fuzzy analysis 

for paraphrasing detection is more 
effective than other approaches 

Using shingling and Jaccard coefficient in 

the candidate selection step reduces the 

precision. In cases where sentences are 
long and complex, this procedure is of low 

precision and may not detect plagiarism. 

[4] 2012 In candidate documents, documents Performs the analysis on several levels, Low precision, due to synonym replacement. 
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 Date Specification Advantage Disadvantage 

selection, research in sequences of the 

documents, paragraphs and sentences 
through intersection rates, was carried out. 

to avoid un-necessary comparisons. To obtain intersection rates in three levels 

is costly. Using fingerprint in 
paraphrasing detection, is not suitable 

Proposed 

Method 

(PFPD) 

2014-
2015 

Fuzzy analysis for plagiarism detection 
and in candidate documents retrieval 

Increasing precision and recall in 

candidate documents retrieval and in 
measuring the similarity. Avoid un-

necessary comparisons 

 

 

In [1], proposed Web based plagiarism detection using 

fuzzy information retrieval, a mixture of fuzzy similarity 

model [10] and semantic similarity, obtained from lexical 

database [9] were employed. Similar to model [9], instead 

of using term-term correlation matrix, in model [10], the 

extracted Synset from Wordnet was employed. Thus 

Semantic observation of the text in which synonym of the 

word; was extracted using Wordnet database [11] was 

strongly increased. After that the similarity degree of two 

sentences was calculated. This system was proposed to 

detect external plagiarism, capable of paraphrasing 

detection in English language. Pre-processing of this 

system was done using different procedures including: 

tokenization, stemming, Stopword removal and candidate 

selection with Shingling and Jaccard coefficient. In the 

analysis phase of plagiarism detection, makes use of 

fuzzy plagiarism analysis. This system was tested using 

datasets PAN’09, PAN’10. The advantage of this system 

is that fuzzy analysis for paraphrasing detection is more 

effective than other approaches such as Shingling. The 

disadvantage of this system may be caused by 

imprecision of shingling and Jaccard coefficient in 

candidate selection. The goal in this fuzzy analysis for 

plagiarism detection was to detect paraphrasing, and in 

the case of long sentences, the already proposed fuzzy 

analysis proved to be imprecise due to addition of words 

and other sentences. The proposed tool aims to improve 

the plagiarism detection method using fuzzy IR. 

In [4], APLAG was proposed which was able to detect 

paraphrasing in the Arabic language. In this system, 

during the pre-processing phase, tokenization, Stopword 

removal, stemming and synonym replacement were used 

and in candidate documents selection, research in 

hierarchy of the documents, paragraphs and sentences 

through intersection rates, was done. In the analysis phase 

of plagiarism detection, this system made use of 

fingerprint techniques which was tested using three 

datasets provided by the writer. The advantage of this 

system is performing the analysis on several levels, to 

avoid un-necessary comparisons. The disadvantage of this 

system is its low precision, due to synonym replacement. 

To obtain intersection rates in three levels is costly. 

Additionally, the use of fingerprint in paraphrasing 

detection is not suitable. The idea of intersection blocks in 

this paper is the result of the aforementioned hierarchal 

procedure. In Table  these approaches and their 

advantages and disadvantages are highlighted. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. PFPD Plagiarism Detection Steps 
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3. PFPD-Persian Fuzzy Plagiarism Detection 

In this paper, a tool is proposed to detect external 

plagiarism in Persian texts, namely Persian Fuzzy Plagiarism 

Detection (PFPD). This tool is to compare Persian 

documents, using a fuzzy approach, to recognize similarities.  

Compared with other methods, this tool makes use of 

intelligent technology for comparison of suspicious 

documents in different levels sequentially, in order to 

avoid un-necessary comparisons. 

In the article, sentences-level representation is used at 

the analysis phase of plagiarism. Our aim is to adopt 

fuzzy model in Persian language and improve the 

methods offered in [1], to calculate the degree of 

similarity between two sentences. In this method, the 

degree of similarities between two sentences is calculated 

within 0-1. If this figure is larger than threshold, the two 

sentences are considered similar. The threshold is 

regarded 0.65, the same as [1]. 

To investigate the effectiveness of this method, three 

datasets were used. The performance of the system is 

measured with precision, recall, and F-measure metric.  

3.1 PFPD Approach 

We use an algorithm for mono-lingual external-

paraphrasing detection. This method is particularly useful 

for recognition of different paraphrasing levels, by using 

semantic similarity based on fuzzy IR. 

Fig. 4 illustrates the operational platform for this 

method. Input encompasses the suspicious document and 

source collection; including sources which may have 

plagiarism. In order to avoid the unnecessary steps in 

recognition of the plagiarized sentences, keywords from 

the suspicious texts are used as verifiers of the original 

documents. Afterwards, certain blocks are chosen in the 

original document based on the similarity of the sentences 

of the suspicious document and the blocks in original text.  

After pre-processing operations, a list of candidate 

documents, related to suspicious documents are retrieved 

and the sentences are checked for plagiarism in details. 

The method of semantic similarity based on fuzzy IR was 

used. The fuzzy IR method investigates the suspicious 

blocks in details. To detect exact copy, 100% similarity 

should be reached. However, since the system is intended 

to detect paraphrasing, if the compatibility is more than a 

certain level, we regard the texts as similar. The detail of 

the illustrated steps are described below. 

3.2 Phase I: Pre-processing 

The process begins with eliminating excess data in the 

original and suspicious documents. The text should be 

pre-processed, in advance. Pre-processing includes: text 

unification, Stopword removal, and stemming. Pre-

processing is a key stage in obtaining satisfactory results 

when facing the difficulties in natural language 

processing. Stopword removal leads to non-sense words. 

Stemming algorithm is also used to eliminate prefix and 

postfix to establish word roots. To do that, we produced 

Aria Package
1
, which performs the required operations for 

Persian language processing. 

3.3 Phase II: Candidate Document Retrieval 

In this phase keywords in query document and their 

Synsets are extracted and among original documents, 

those which include these words, are retrieved. The 

retrieved and query document are inspected and for each 

sentence of query document, related blocks with higher 

intersection are retrieved. 

Operations are done before sending a paragraph to the 

plagiarism detection system to retrieve candidate documents. 

Note that using this method, the number of candidate 

for each suspicious document is dynamic and may be 

small which could reduce calculation time, while having a 

fixed number of candidate. 

3.4 Phase III: Plagiarism Analysis 

After above stage is complete, main operations of 

analysis are started. In this stage, Candidate blocks with 

suspicious document are analyzed, sentence by sentence 

to have a precise study. 

At first, blocks are broken by punctuation. At this stage, 

the values below, for each sentence of the suspicious 

document and sentence of the blocks of original documents 

are calculated. The operation unit at this stage is “word”. 

The reason not to use word n-gram, is that in the text 

paraphrasing, there is the possibility of word order changes. 

At first similarity of the words in the two sentences ( ) is 

obtained (1). Synonym words are obtained using Farsnet 

[12], that is the first Persian Wordnet. 
 

  #Synonym words * 0.5 + #exact words * 1 (1) 
 

The intersection ratio of two sentences to the first 

sentence     and the intersection ratio of two sentences to 

the second sentence  are calculated with (2) and (3).  
 

1S


   

(2) 

2S


 

 

(3) 

 

Intersection to union of two sentence ratio     is 

calculated with (4). 
 

  







21 SS
 

(4) 

 

Afterwards, the similarity ratio (sim(s1,s2)) is 

calculated with (5). 
 

CBA

CBA

SSsim







 ),max(*),min(*

),( 21

 

(5) 

 

In this similarity metrics order of the words does not 

affect the degree of final similarity between them. The 

                                                           
1 www.aria-ware.com 
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values of coefficients A, B, and C are considered 20, 8, 

and 3 according to tests.  

Finally if sim(S1,S2) is greater than the threshold value 

(T), the sentence is marked as plagiarism, otherwise it is 

considered to be not plagiarized (6). Following tests, 

appropriate value for T is obtained to be 0.65, similar to [1]. 
 

  (     )  {
                             
                                    

 
(6) 

3.5 Phase IV: Post-processing 

Finally, the output of this algorithm is a list of sentences, 

indicated as similar/plagiarized. Since the sentence is a 

comparison unit, they are combined in paragraphs. 

4. Experimental Evaluation 

In text paraphrasing, two sentences may have the 

same meaning, but different structures; e.g. replacing 

synonym and adding or shortening the sentences. 

For the design of this system, Apache nutch and 

Apache solr are applied. Nutch used for crawling while 

solr is for indexing and searching data. 

Considering that this method is to improve the method 

proposed in [1], a comparison between the two was made. 

4.1 Test Collections 

During the evaluation of the method, we used three 

different corpora: 

1) The Tehran Monolingual Corpus (TMC)
1
: TMC, 

established by Tehran University, was employed, and 

after pre-processing, the proposed method was 

performed. The dataset included the news that was 

extracted from Hamshahri Corpus and ISNA (Iran 

students’ broadcasting) news agency website. TMC is 

a large-scale Persian monolingual corpus. From TMC, 

1000 documents were achieved as source documents, 

from which 400 suspicious documents were produced. 

2) The IRANDOC Test Collection: Iranian Research 

Institute for Information Science and Technology 

(IRANDOC)
2

 previously known as Iranian 

Research Institute for Scientific Information and 

Documentation is an Iranian research center with a 

national mission to meet the country's needs in the 

field of information science and technology. 

IRANDOC provided 230 documents from which 

220 suspicious documents were produced. 

3) The prozhe.com Test Collection
3
: The prozhe.com 

is a website presents student research documents 

and articles, from which 440 documents are 

extracted as source documents, and 160 suspicious 

documents were produced from these. 

 

 

                                                           
1 Available from http://ece.ut.ac.ir/nlp/resources.htm 
2 http://www.irandoc.ac.ir 
3 http://www.prozhe.com 

4.2 Query Collections 

Two query collections for each corpus, is established. 

Each collection includes four types of query that is 

produced artificially. 

The four types include the cases below: 

1) Synonym replacement of 50% of the words in 

each sentence. 

2) Sentence structure changes with an increase in 45% 

in the number of words in each sentence. 

3) A combination of points 1 and 2, in a sentence. 

4) A combination of points 1 and 2, in different 

sentences of document. 

In order to have a query, 50% of the sentences, 

depending on the type of query (which maybe of the four 

cases above) are replaced. The difference between first 

and second series is in the replacement of the second 50% 

of the document. 

In the queries of the first set, 25% of the sentences 

with exact copy, and 25% as non-copied sentences are 

replaced (the rest set with ratio of 1 to 1). 

In the queries of the second set, 12.5% of the 

sentences with exact copy, and 37.5% as non-copied 

sentences are replaced (the rest set with ratio of 1 to 3). 

For IRANDOC corpus, one new query was added, which 

includes 100 paraphrased sentences that are created manually. 

The reason for establishing two query collection is to 

highlight the faults in [1], and ratification of these problems 

with the present method. Two main fault in [1] are: 

1) Lack of precision in the recognition of plagiarism 

and inability to distinguish paraphrased cases, in 

which the length of the sentences are increased by 

adding the words. This phenomena is due to poor 

of fuzzy formula in [1]. 

2) Inability to detect plagiarism, due to the approach 

of weak candidate retrieval. In [1], the Jaccard 

coefficient is used which is operation heavy. In 

addition, when the plagiarized text of less volume 

in comparison with original documents, the Jaccard 

coefficient is less than 0.1, that document is not 

selected as candidate to follow other stages. For 

example, assume of a thesis with 5 chapters, just 

one is copied, considering the above mentioned 

problem, research [1] is not able to detect that copy.  

The first query collection, was used to highlight the 

fault of the fuzzy method applied in [1] and a solution 

was in proposed method. The second query collection was 

used to represent the fault of second case. 

The description of applied corpora and their test 

results are presented in the following section. 

4.3 Evaluation 

Each sentence of the suspicious document is 

compared with original documents. Assuming S1 to have 

a bigger sentence length and S2 as the second sentence 

length, then 1≤S2≤S1. In Fig. 5 and Table  similarity 

values are presented for 9≤S1≤12.  
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Obtained results indicated that, when lengths S1 and 

S2 are close to each other, results of PFPD and  method [1] 

are closely in compatibility. But when S1 and S2 are far 

from each other and small sentence is extracted from the 

bigger sentence (i.e. more than 85% of bigger sentence), 

PFPD is able to detect plagiarism, while the method 

outlined in [1] is not able to detect these cases.  

As you see in Table , there is only one row in 9≤S1≤12, 

which is detected by the method [1], but the present 

method is not able to detect that. In which γ≤0.5, 

indicating ratio of intersection on union is less than 0.5, 

and the method [1] detected that wrongly.  

Fig. 6 illustrates the percent of precision, recall and 

overlap calculated correctly, For 1≤S1≤30, in PFPD, and 

the method [1]. 

Studying the results indicated that the average amount 

of precision and recall in PFPD respectively are 100%, 

99.97%, but in [1] are 99.10%, 85.05% respectively. 

Additionally, the PFPD is able to detect 99.97% of the 

correct cases detected in [1] on average. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Similarity ratio calculated for 9≤S1≤12 and PFPDSim(S1,S2)≥T when T=0.65 

Table 2. similarity ratio calculated in 9≤S1≤12 for the cases where (PFPDSim(S1,S2)≥T or [1]Sim(S1,S2)<T) and (PFPDSim(S1,S2)<T or 

[1]Sim(S1,S2)≥T) 

S1 S2     PFPD [1] 

9 
5 5 0.55 1 0.55 0.67 0.55 

6 5.5 0.61 0.91 0.57 0.68 0.61 

10 

6 6 0.6 1 0.6 0.7 0.6 

7 6 0.6 0.85 0.54 0.66 0.6 

10 6.5 0.65 0.65 0.48 0.63 0.65 

11 

6 6 0.54 1 0.54 0.66 0.54 

7 6.5 0.59 0.92 0.56 0.67 0.59 

7 7 0.63 1 0.63 0.73 0.63 

8 7 0.63 0.87 0.58 0.69 0.63 

9 7 0.63 0.77 0.53 0.66 0.63 

12 

7 7 0.58 1 0.58 0.69 0.58 

8 7 0.58 0.87 0.53 0.65 0.58 

8 7.5 0.62 0.93 0.6 0.7 0.62 

9 7.5 0.62 0.83 0.55 0.67 0.62 
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Fig. 6. (a) Recall (b) Precision (c) overlap PFPD per [1] for 1≤S1≤30 

 

Fig. 7. Precision, Recall and F-Measurement (a) first experiment series (b) second experiment series. 
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The three datasets described in Section  4.1, and their 

queries were input in to the system. The results are 

presented in Fig. 7. 

Based on these results, all cases picked up by method 

[1], could be also picked up by PFPD.  

In the first experiment series used for test fuzzy 

formula, in four types of query increase of precision, 

recall and F-measurement are obtained respectively 2.49, 

3.19 and 2.97. In the second experiment series which 

were used for test candidate document retrieval stage, it 

was found that precision and recall in method [1] is 

strongly dependent on volume of the copied document. If 

it is of low value in the candidate retrieval stage, this 

document would not be selected, and this method would 

not progress to the next stage and the plagiarized text 

would not be detected. PFPD method could obtained a 

high degree of precision and recall by improvement to the 

candidate retrieval stage. Increase of precision, recall and 

F-measurement are obtained respectively 42.34, 32.04 

and 34.12. 

Regarding the first and second experiments, increase of 

the precision, recall and F measurement are obtained 

respectively 22.41, 17.61, and 18.54 percent on the average. 

4.4 Time Complexity 

According to the investigations done, the number of 

source documents have no effect on precision and recall.  

Because according to the suggested algorithm, all the 

source documents including one of the keywords in 

suspected document, are selected and checked as candidate 

for next stage. Therefore the number of these documents is 

of no effect on the precision and recall. But influencing on 

algorithm speed which are examined in the following. 

The experiments were done on a HP-Pavilion dv4 

laptop. In these experiments, the volume of the input 

document was 3 KB. At first the source documents were 

50, and in each experiment, 50 documents were added. 

The time of each experiment was measured. Fig. 8 

demonstrates the comparison between PFPD and [1] in 

terms of time required for Plagiarism Detection. The 

results from the comparison show that the proposed 

method achieved better results in terms of time required 

for Detection. 

 

Fig. 8. Time Complexity 

The method [1] investigates the whole content of the 

candidate documents, to obtain Jaccard coefficient. While 

the suggested method compares suspicious documents, in 

different levels hierarchically. This leads to reduction of 

the operations and increase of speed. 

5. Conclusions 

To identify paraphrasing based on sentences, fuzzy 

method is effective, as it has the capacity to distinguish 

similar sentences, based on the similarity among a set of 

synonym words. In this article, PFPD to detect external 

mono-lingual plagiarism was performed. This semantic 

fuzzy method is designed to detect different degrees of 

paraphrasing. 

The obtained results showed that using proposed 

method in candidate documents retrieval, and in 

evaluating text similarity, increases the precision, recall 

and F measurement in comparing with one of the best 

previous fuzzy methods, respectively 22.41, 17.61, and 

18.54 percent on the average. Also the results from the 

comparison show that the proposed method achieved 

better results in terms of time required for Detection. 

Previous presented fuzzy methods are unable to 

distinguish paraphrased cases, in which the length of the 

sentences are increased by adding the words. While PFPD 

is able to detect such cases, it is also capable of picking 

up cases where the length of the plagiarized sentences are 

close to each other. 
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Abstract 
In this paper we propose two simultaneous image registration (IR) and super-resolution (SR) methods using a novel 

approach in calculating the Jacobian matrix. SR is the process of fusing several low resolution (LR) images to reconstruct 

a high resolution (HR) image; however, as an inverse problem, it consists of three principal operations of warping, 

blurring and down-sampling that should be applied sequentially to the desired HR image to produce the existing LR 

images. Unlike the previous methods, we neither calculate the Jacobian matrix numerically nor derive it by treating the 

three principal operations separately. We develop a new approach to derive the Jacobian matrix analytically from the 

combination of the three principal operations. In this approach, a Gaussian kernel (as it is more realistic in a wide range of 

applications) is considered for blurring, which can be adaptively resized for each LR image. The main intended method is 

established by applying the aforementioned ideas to the joint methods, a class of simultaneous iterative methods in which 

the incremental values for both registration parameters and HR image are obtained by solving one linear system of 

equations per iteration. Our second proposed method is formed by applying these ideas to the alternating minimization 

(AM) methods, a class of simultaneous iterative methods in which the incremental values of registration parameters are 

obtained after calculating the HR image at each iteration. The results show that our proposed joint and AM methods are 

superior to the recently proposed methods such as Tian's joint and Hardie's AM methods respectively. 

 

Keywords: Super-Resolution; Image Registration; Jacobian Matrix; Combinational Coefficient Matrix; Joint Methods. 
 

 

1. Introduction 

Super-resolution (SR) refers to a series of techniques 

that integrate the information of a low resolution (LR) 

image sequence captured from a scene to produce a high 

resolution (HR) image with higher quality. Each LR 

image frame is required to have partial unique 

information or it will not have any positive effect on the 

final HR image. This partial unique information can be 

obtained in a number of ways such as camera/scene 

movement or zooming. There are various SR techniques 

which have been developed and reviewed in the 

literature including [1]-[4]. Generally SR techniques 

include three phases either implicitly or explicitly:  

1) image registration (IR), 2) image interpolation, and  

3) image deblurring and denoising [1]. In a small 

category of the techniques such as interpolation-based 

methods, these phases are performed separately [5]-[9]. 

To overcome the intensive presence of error propagation 

in these methods, a majority of other SR techniques 

attempt to perform the last two phases in an integrative 

phase called image reconstruction. However, an 

important source of error is the inaccuracy of 

registration parameters. Therefore, to further prevent the 

error propagation, a large group of SR techniques have 

been developed recently that deal with the inaccuracy of 

registration parameters. Some of these techniques utilize 

median estimator to reduce the artifacts caused by errors 

and outliers of registration parameters [10], [11]. Some 

others use Bayesian methods in which the unknowns 

(including registration parameters) are treated as 

stochastic variables [12]-[14]. In Tipping's method [12], 

marginalization is applied to HR image but in Pickup's 

method [13], it is applied to registration and blurring 

parameters. Nevertheless, the latter provides a wide 

range of various priors (regularizations) to select, but in 

both of them, IR and image reconstruction are 

implemented in relatively separate steps without 

persistent interaction. It seems that such values are not 

reliable enough. Babacan [14] extends the Pickup's 

method to consider hyperparameters (such as the 

regularization parameter) as stochastic variables, and as 

an alternating minimization (AM) method, establishes 

persistent interaction between the estimate of the 

reconstructed HR image, registration parameters and 

hyperparameters. AM methods are a class of iterative 

SR techniques in which the HR image and registration 

parameters are improved in two consecutive steps at 

each iteration [15]. A group of AM methods use 

expectation-maximization (EM) to estimate the HR 

image (in the expectation phase) and registration 

parameters (in the maximization phase) iteratively 
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[16],[17]. The AM methods, nevertheless, may lead to 

suboptimal solutions [18]. 

There is another category of SR techniques which are 

also iterative similar to AM methods, but in this category, 

HR image and registration parameters are not calculated 

separately at each iteration [19]-[22]. A nonlinear cost 

function was used by Chung et al. [19] to estimate HR 

image and registration parameters. Using Euler–Lagrange 

necessary conditions for the cost function, they derived a 

nonlinear system of equations, proposing three methods 

for its solution. Their first method (called decoupled) 

resembled an AM method, but their second method (called 

partially coupled) was a kind of variable projection (VP) 

method [18]. A similar method was also proposed by 

Robinson et al. [20] where they used a similar nonlinear 

cost function to derive the maximum likelihood 

(ML)/maximum a posteriori (MAP) solution for the HR 

image. After substituting this solution of HR image into 

the cost function, the reduced cost function [19] was 

minimized with respect to the reminder of unknowns, i.e. 

registration parameters. Finally, these registration 

parameters were used to obtain the final HR image. Chung 

et al. [19] attempted to solve the nonlinear system of 

equations through Gauss-Newton algorithm in their third 

method. This led to the development of a new class of 

methods called fully coupled. In these techniques, which 

are referred to as joint methods in this paper, the 

incremental values of the HR image and registration 

parameters are jointly calculated in only one system of 

equations. He et al. [21] used a similar cost function by 

linearizing it at existing current values for HR image and 

registration parameters using Taylor series approximation. 

In this linearization, they obtained the Jacobian matrix 

analytically (in contrast to some methods like [12], [13] 

where it is calculated numerically). Finally, this linear 

system of equations (in terms of incremental values of HR 

image and registration parameters) has been solved 

through a conjugate gradient (CG) optimization algorithm. 

They have used Euclidean motion model and it has been 

extended to the similarity motion model by Tian et al. [22]. 

In all of these joint methods [19]-[22], the blurring is 

assumed to be the same for all LR images, which is 

impractical in many applications. In reality, when the 

motion model is more complex than Euclidean motion 

model, the size of blurring function is no longer the same 

for all LR images [23]. This has not been considered in 

the [19] and [22] methods, which have not restricted their 

motion model to the Euclidean motion model. However, 

in the methods proposed in [21] and [22], the 

convergence to the global solution is more probable 

(especially when the initial values are close enough to 

optimal values) but the derivation of Jacobian matrix is 

based on bilinear interpolation of warped pixels [19], [21], 

[22]. This may introduce the restriction in which only 

four neighboring pixels are effective in determining the 

values of warped pixels [21]. 

As an inverse problem, SR dictates three principal 

operations that should be applied sequentially to the 

original HR image to produce the corresponding LR 

images. These operations are image warping, image 

blurring and image down-sampling (for brevity they are 

referred to as principal operations). In many approaches, 

the principal operations are treated separately and in 

others they are combined into a unit operation [2], [12], 

[13], [23]. The advantages of this combination include the 

possibility of incorporating the pixels in any arbitrary 

neighboring radius to derive the warped pixels without 

changing the framework of the problem and employing a 

new interpolation method. Another advantage of 

combining the principal operations is error propagation 

reduction because all three operations are performed in 

one stage. Moreover, it allows having an adaptive kernel 

for blurring (blurring is treated as a function of zooming, 

which can be different for each LR image). 

This paper focuses on the joint methods [21], [22] and 

treats the three principal operations in the inverse problem 

in a combinational form as [12] and [13]. Then, a new 

joint method based on this combinational form is 

proposed. In contrast to [12] and [13], the Jacobian matrix 

is not calculated numerically and unlike common joint 

methods [21], [22], the Jacobian matrix is not derived by 

treating the three principal operations separately. In the 

proposed method, the bilinear interpolation has not been 

used in the warping operation and its derivative. 

Moreover, the same blurring for all LR images [19]-[22] 

has not been considered. We developed a new approach 

to derive the Jacobian matrix analytically based on the 

combinational form of the three principal operations. In 

this regard, a Gaussian kernel blur (as is more realistic) 

was adopted the radius of which is adaptive to each LR 

image. We also used a bilateral total variation (BTV) 

regularization [11], which incorporates the eight 

directions of each pixel in the cost function. Although the 

main goal of this paper is to develop a new joint method 

of IR and SR using the combinational coefficient matrix 

and analytical combinational Jacobian matrix, the 

application of these concepts to the framework of AM 

methods gives rise to new method which will be 

discussed later. In this paper, the similarity motion model 

is used (which consists of translation, rotation and 

zooming) similar to [22]. 

The rest of this paper is organized as follows. In 

Section 2, the problem formulation including notation of 

SR problem, Gaussian kernel blur and combinational 

coefficient matrix are introduced. The proposed iterative 

joint and AM methods are developed in Section 3. In 

Section 4, experimental results on simulated and real 

images are presented. Conclusion and future works are 

discussed in Section 5.  

2. Problem Formulation 

2.1 Super Resolution Notations 

Let us consider a series of K  discrete LR images    of 

size       where      . The lexicographically 
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ordered LR images are denoted by column vectors    and 

all these vectors are stacked in one column vector, i.e. 

     
      

   . The purpose of the SR technique is to 

reconstruct the original HR image f of the size       

using existing LR images as well as some prior 

information about the original HR image. The 

lexicographically ordered original HR image is presented 

by column vector f. Here, it is assumed that the 

decimation factor is the same in both vertical and 

horizontal directions                . Each LR 

image    is obtained by applying the three principal 

operations to the original HR image f as follows 

(generative model): 
 

                   (1) 
 

Where    is the column vector of additive white 

Gaussian noise, D is the down-sampling operator (which 

is realized as a           matrix),    is the blurring 

operator (which is realized as a           matrix) and 

      is the warping operator (which is realized as a 

          matrix) [14], [21], [22].    is the vector of 

unknown registration parameters used for warping the grid 

of original HR image f (called reference grid) onto the up-

scaled grid of k th LR image. Practically one of the existing 

LR images (the first LR image in this paper) is selected as 

the reference image and the up-scaled grid of the reference 

image is considered as the reference grid. Generally, in all 

simultaneous IR and SR methods like AM and joint 

methods, it is assumed that initial and imprecision values of 

registration parameters can be provided by some IR 

techniques. In this paper, enhanced correlation coefficient 

(ECC) method [24] is used for the IR. 

The combination of the three principal operations can 

be considered as a unit combinational operation, which is 

realized by a matrix        of the size           as 

follows: 
 

                 (2) 
 

This paper adopts the similarity motion model with 

four degrees of freedom (zooming, rotation, vertical and 

horizontal translation). Hence,                where 

          are the variable elements of the kth 3x3 

homogenous matrix [25] with the current motion model, 

as follows: 
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It is worth noting that the above homogenous matrix can 

be decomposed into pure translation, rotation and zooming 

matrices respectively as           
      

      [25] 

in which             
           

     

               and        
     

     . 

Equation (2) shows a series of relations between the 

original HR image and each LR image. These relations 

can be written as one equation as follows: 
 

           (4) 
 

where          
          

     is called 

combinational coefficient matrix and      
      

   . 

2.2 Blur Considerations 

Consistent with the literature, in this paper Gaussian 

kernel, which is more realistic, has been used to model 

the blur caused by the atmosphere turbulence and camera 

lens, and the motion blur has been excluded. Usually, the 

blur is assumed to be isotropic in the imaging plane [23]. 

When the motion model is similarity, the kernel of back-

projected blur into the scene plane will be isotropic too. 

However, the greater the distance of a scene plane from 

the image plane (or less zoom is applied) the more 

extensive is the area encompassed in the scene to 

contribute to the blurring. Therefore, when the LR images 

are registered to the reference image, they have isotropic 

Gaussian blur, but possibly with different radiuses in the 

reference image [23]. 

2.3 Combinational Coefficient Matrix 

Three methods of computing the combinational 

coefficient matrix has been addressed by Capel [23]. The 

simplest one is the directly computing the warping, 

blurring and down-sampling matrices separately and then 

calculating their multiplication (separately applying the 

principal operations) as (2) has been derived from (1). 

However this method involves large amount of memory 

usage. Additionally, since the operations are implemented 

separately the error propagation can occur. Although in 

the Capel's second and third methods the principal 

operations are not implemented separately, they have 

complex implementations. Another method has been 

proposed in [12] which is theoretically very similar to the 

Capel's third method but it has simpler implementation. 

This method which has also been used in some other 

papers (e.g. [13]) will be described in the reminder of this 

section and applied in this paper. 

The elements of ith row of the        are the 

coefficients of linear combination of f required to 

generate the gray scale value of ith pixel of   . Thus, the 

sum of these coefficients should be equal to one. As such, 

the elements of        are calculated as: 
 

  


ff NM

1j kkji

kijk
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where the elements  ̃        are obtained as [12]: 
 

 ̃           { 
 

   |  |
          

            }   (6) 
 

Here               
  is the position of jth pixel of the 

original HR image in the reference grid,               
  is 

the position of ith pixel of kth LR image and        

                   
  is its transformation through the motion 

model, which is characterized by    with respect to the 

reference grid: 
 

321)( kyikxikixk huhuhs u    (7) 
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kyikxikiyk huhuhus 412)(     (8) 
 

Actually,        is the center of isotropic Gaussian 

kernel after projection to the reference grid.   is the 

standard deviation of isotropic Gaussian kernel of the blur 

and   is the determinant operator. 

It is worth noting that in the combinational generative 

models used by Capel [23] and Tipping et.al [12], 

Gaussian interpolation method [26] has been used 

implicitly instead of bilinear interpolation method, which 

is explicitly common in several SR techniques, e.g. [14], 

[19], [21] and [22]. This is shown in Fig.1 in which both 

bilinear and Gaussian interpolation methods have been 

displayed from a new aspect. As shown in this schematic 

view, the reverse mapping is adopted in the image 

warping implementation. Hence, instead of warping the 

HR pixels, the LR pixels are warped in the reference grid. 

Then, the neighboring HR pixels/samples around a 

warped LR pixel (the center of kernel in Fig.1) are 

assigned some weights equal to the height of the point in 

which the kernel and the neighboring sample intersect. As 

shown in Fig.1 (a), in the bilinear interpolation, at most 

four samples can be included in the domain of the square 

pyramid kernel, but there is not such limitation in the 

Gaussian interpolation (Fig.1 (b)). 

 

 

 

Fig. 1. Two kernels for interpolation; thick vertical lines show the samples located in the domain of the kernel. (a) Square pyramid kernel used in the 

bilinear interpolation, (b) Gaussian kernel used in the Gaussian interpolation. 

 

3. Development of New Iterative Simultaneous 

Methods 

3.1 Cost Function of the New Joint Method 

As super resolution is an ill-posed problem, there are 

infinite or instable solutions which can satisfy Equation 

(4). Therefore, to make the solution unique and stable, 

prior information is necessary. In the joint methods, both 

original HR image and registration parameters are 

unknown. TV of the HR image is an important 

regularization which is often used in SR techniques as the 

prior information. For the registration parameters, a 

simple Tikhonov regularization, i.e. the minimum energy, 

has been used. Given the generative model of LR images 

expressed in (4) and considering the mentioned 

regularizations, the framework of the cost function for the 

joint method is [19], [21], [22] 
 

)()(),(
2

aRfTWfgafE V    (9) 
 

where      
      

   ,   and   are regularization 

parameters,       is TV of the HR image. Similar to 

Farsiu's [11] and Tian's [22] methods, BTV is used in our 

cost function, but here it encompasses all eight 

neighboring pixels to reduce edge penalization in any 

directions 
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Because       is a nonlinear function of f using half-

quadratic scheme [27] and fixed-point techniques [28], it 

can be written as: 
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Where      is calculated in the previous iteration as 

follows: 
 

  222

, )),(),(){(( jifnjmifnmnm
  (12) 

 

and   is the small positive value to ensure      is 

nonzero.       can be expressed in a matrix-vector form 

as [22]: 
 

2TTT)( LfTffLfLffTV    (13) 
 

     ‖   ̅‖  is the Tikhonov regularization for 

registration parameters and  ̅  is a vector containing the 

average values of registration parameters during all previous 

iterations. This method of  ̅  selection can help reduce 
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resonance around the final values of registration parameters. 

Hence, the cost function (9) can be expressed as: 
 

2

aaLffara)E(f TTTT ])(β)(λ),([,   (14) 

 

where             is called residual vector. 

To estimate the unknown HR image and registration 

parameters, the cost function should be minimized. 

Although this optimization problem is convex with respect 

to f, it is nonconvex in terms of   because the term        

is nonlinear with respect to  . To alleviate this problem, 

linear approximation has been used for       . Linear 

approximation requires initial values for unknowns. As 

mentioned earlier, initial values for registration parameters 

may be obtained using registration techniques such as ECC 

algorithm [24]. Given these initial values for registration 

parameters, the initial value for HR image can be obtained 

using the simple interpolation-based method [5], the 

approach used by [21] or a simple up-scaling of the 

reference image. If    and    are incremental values for f 

and   then              can be approximately 

linearized with respect to    and    as follows: 
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The two derivative terms in the above equation are 

calculated in the two following relations: 
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Substituting (16) and (17) in (15) yields 
 

fWaaJarfaar  -f),(-f),()Δf,Δ(  (18) 
 

Where        is the Jacobian matrix, the calculation 

of which presents a challenging issue, as will be discussed 

in the next section (3.2.). 

Substituting (18) in (14) and rewriting the content of 

the norm as a linear combination of incremental values of 

unknowns leads to 
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Now, instead of minimizing the nonlinear cost 

function in (14) with respect to the main unknowns, i.e.   

and  , the linear cost function in (19) is minimized with 

respect to their incremental values, i.e.    and    

respectively [19],[21]. The incremental values are used to 

update the main unknowns. Obtaining the optimal 

solution for the cost function in (14) is not guaranteed, but 

starting from initial values close to optimal values and 

continuing the optimization of the linear cost function in 

(19) may yield the optimal solution [21]. 

3.2 The proposed Method for Derivation of 

Jacobian Matrix         

Jacobian matrix in the existing joint methods is 

derived from the three principal operations separately [19], 

[21], [22]. In this paper, however, we propose the 

derivation of Jacobian matrix using the combinational 

operation (5), and in contrast to [13], it is calculated 

analytically rather than numerically. As mentioned in (16) 

it can be written as follows: 
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       is a          block diagonal matrix [21] 

of matrices        where 
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Naturally         is a        matrix and the nth 

column of which can be obtained as follows: 
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where      . Using equations (5) and (6), each 

entry of matrix              is calculated as follows: 
 

)(

)(
~

)(
~

)(
)(

1

1

kijkNM

j

kkji

NM

j

kkjikjinijkn

nk

kijk
aW

aW

aWQQ

h

aW

ff

ff
















  (23) 

 

where the operator    is derivative with respect to     

and  
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Where   |  |
   and          can be calculated 

simply using Equations (3), (7) and (8). 

The proposed method can be implemented in the 

framework of an algorithm as described in the next 

subsection: 

3.3 Algorithmic Steps of the Proposed Joint 

Method 

Step 1: Calculating initial values for registration 

parameters   ̂  using ECC algorithm. 

Step 2: Calculating the initial value of HR image 

using Delaunay triangulation-based interpolation method 

of SR, given the LR images and the estimated  ̂. 
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Step 3: (At the iteration i) Calculating the 

combinational coefficient matrix     , Jacobian Matrix 

      , residual vector        and BTV matrix T as 

discussed earlier. 

Step 4: Solving the linear system of equations (26) 

using a CG algorithm: 
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This linear system of equations is the result of 

minimizing the cost function expressed in (19), which is 

calculated by taking derivative of the cost function with 

respect to    and    and then equating the result to zero. 

Step 5: Updating the unknown variables using the 

estimated incremental values: 
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Where the superscript shows the iteration number. 

Step 6: Updating  ̅ according to the following relation: 
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Step 7: If the following condition of HR image, (29), 

is satisfied for a specified threshold (Thr), which is 

assumed 10-6 here, or a maximum number of iteration is 

reached, Then stop Else go to step 3. 
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3.4 Cost Function of the New AM Method 

In the AM methods, the cost function is minimized in 

two separate phases. In the first phase, it is minimized 

with respect to f. Fortunately, the cost function (14) is 

quadratic with respect to f and its MAP estimation is 

obtained as follows [15]: 
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In the second phase, the cost function, which is not 

quadratic with respect to  , is minimized as a function of 

  . For this reason, the cost function is linearized only 

with respect to incremental values of registration 

parameters    using (19) 
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Where        is obtained as discussed in Section 3.2, 

using proposed method. Finally, the vector    is 

calculated by solving the following linear equation: 
 

  )(- aarJaIJJ  βΔβ TT    (32) 
 

Other details, the same as the proposed iterative joint 

method in section 3.3, have not been included here. 

This proposed AM method, like other AM methods, is 

more sensitive to the initial values compared to the joint 

method. 

3.5 Algorithmic Steps of the Proposed AM 

Method 

Step 1: Calculating initial values for registration 

parameters   ̂  using ECC algorithm and then calculating 

the combinational coefficient matrix     . 

Step 2: Calculating the initial value of HR image 

using Delaunay triangulation-based interpolation method 

of SR based on the LR images and the estimated  ̂. 

Step 3: (At the iteration i) Calculating the Jacobian 

Matrix        and the residual vector       . 

Step 4: Solving the linear system of equations (32) 

using a CG algorithm. 

Step 5: Updating the registration parameters using the 

estimated incremental values: 
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Step 6: Updating  ̅ using Equation (27). 

Step 7: Calculating the combinational coefficient 

matrix      and BTV matrix T. 

Step 8: Solving the linear system of equations (30) to 

obtain a new update of the HR image f. 

Step 9: If the condition (29) is satisfied or a maximum 

number of iteration is reached, then stop Else go to step 3. 

3.6 Implementation Details 

To realize the proposed methods and compare them 

with other methods, MATLAB R2012b is used. The ECC 

library provided by Evangelidis [29] is used to obtain 

initial values for registration parameters. The 

preconditioned conjugate gradient (PCG) routine “pcg” is 

used where a linear system of equations should be solved. 

We partially used (just subroutine “makeW.c”) the codes 

provided by Pickup [30], making some modifications to 

produce the desired combinational coefficient matrix. The 

Gaussian kernel used in this subroutine is truncated after 

three standard deviations in terms of LR pixels. This has a 

significant impact on reducing the computational cost of 

Equations (5) and (23), as will be discussed in the next 

subsection 3.7. The above-mentioned truncation is also 

considered in the blur mask produced by the routine 

“fspecial”, which is used to perform the blurring 

operation in Tian's and Hardie's methods. Other 

parameters like λ and β are taken as [22]. 

The original Hardie's method proposed for translational 

motion model and direct search in neighboring pixels was 

used in the optimization of registration parameters. To 

draw a fair comparison, we extended this method to 

include similarity motion model, and the nonlinear least 

square optimization method used in the proposed AM 

method was also applied to the Hardie's method because a 

motion model more complex than translational was not 

applicable to original Hardie's method.  
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In the methods that perform the warping and blurring 

operations separately [21], [22], after warping the HR 

image, some blank areas like corners usually appear. 

These blank regions may be filled by black pixels or 

nearest pixels [21]. When the motion is considerable, 

selecting each of these tricks may negatively affect the 

final results because the blur mask can significantly 

change the gray level of the pixels located in the borders 

of these blank regions. To overcome this problem, we 

used another trick. When using the reverse mapping 

model, the pixels that leave the frame are marked during 

the warping operation. This process does not require 

considerable additional computation since it is a part of 

warping operation. Then, the columns of blurring matrix 

   associated to these pixels are set to zero and the rows 

of the matrix are renormalized. These operations are all 

conducted through matrix calculations. This trick has 

been used in our implementations in the next section to 

increase the performance of Tian's and Hardie's methods. 

3.7 Computational Complexity 

In this subsection, the computational complexity of 

the proposed methods is calculated and compared with 

two other simultaneous methods (Tian's [22] and Hardie's 

[15] methods). The overall computational cost of the 

proposed methods (as well as Tian's and Hardie's methods) 

is affected by several factors including the dimensions of 

LR images, the number LR images, the increasing factor, 

the size of blur mask and the termination criteria of 

algorithm (the number of iterations allowed in the 

algorithm and the pcg routine). Similar to [31] and [22] it 

is assumed that the addition and multiplication operations 

are the same. In all methods, the sparsity of matrices is 

considered in the computational complexity. There are 

three processes that their complexity dominates others: 

the calculation of combinational coefficient matrix     , 

the calculation of Jacobian Matrix        and solving the 

linear system of equations (26) or (30). Since the 

frameworks of the methods are the same, the complexity 

is calculated only for one iteratio n. In Tian's and Hardie's 

methods      is calculated in accordance with (1) [22] 

by separately calculating its component matrices, i.e. D, 

   and b(   . Because the motion model is similarity and 

the bilinear interpolation is used, the computational cost 

of          {             }  is          . The 

blur matrix          {       } has      non-zero 

elements in each row and the multiplication of HB can be 

considered as the convolution of      blur mask (since 

the blur mask is truncated) with a 2×2 interpolation mask. 

Hence, the computational cost of this multiplication is 

O(4(                  . Finally since 

                                the 

computational cost of      is  (          )  

              . In these two methods        

       {                   }  is derived by separate 

calculation of its component matrices, i.e.         
                       where C is a       

  matrix that requires no considerable calculation and 

   is a            matrix that consists of two 

adjacent diagonal matrices (see [21] or [22] for further 

details). The computational cost of    is          and 

its multiplication with C yields the computational cost of 

        . Since C is not sparse, the new matrix     

will not be sparse too, hence the computational cost of 

      will be             . Finally, the 

computational cost of        will be               . 

For Hardie's AM method, the HR image is obtained in 

each iteration by solving the linear system of equation (30) 

using the iterative PCG algorithm. The computational 

cost of the PCG for one iteration is equal to the number 

non-zero elements of the coefficient matrix of the linear 

system of equations [32]. Although the dimensions and 

the number of non-zero elements of the sparse matrix 

     are dependent on the number of LR images and the 

increasing factor, this is not the case for the coefficient 

matrix of the linear system of equations (30), i.e.     
  . The number of non-zero elements of this sparse 

matrix is approximately equal to              
  

                
     . Hence, if the iteration 

number allowed for PCG is L, the computational cost of 

PCG algorithm will be               . For the Tian's 

joint method, the larger linear system of equation (26) 

should be solved. As mentioned earlier, since         is 

not sparse,     will not be sparse too. Hence, the 

computational cost of PCG algorithm for solving linear 

system of equations (26) is                    . 

In the proposed methods, the combinational coefficient 

matrix      is calculated in accordance with relations 

(5)-(8). Each row of this matrix, has            
   elements (as before) and requires            
     multiplications and              

exponentiations. Since, at most three standard deviations 

of a Gaussian is preserved, its argument will have a 

maximum absolute value of 3
^2

/2=4.5. Experimentally, it 

was verified that such an exponent has a computational 

cost which is at most 15 times greater than the 

computational cost of a multiplication. Hence, the 

computational cost of      is  ((           

                   )     )  

            . To calculate the computational 

complexity of the combinational Jacobian matrix        

in the proposed methods, we found that the computational 

cost of         was 4 times greater than          

because the motion model is similarity. According to (22) 

         is the multiplication of matrix               

with vector f. Each row of              has the same 

number of non-zero elements as       , i.e.     
        , hence this matrix-vector product will require 

                 multiplications. According to 

(23)-(25), each element of              requires 

               multiplications. Finally, the 

computational cost of        is  (          

                                

(              )    )       
   

      . 
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Now, the summery of computational complexity of the 

four methods are as follows: 

A. Extended Hardie's AM method: 

                   ,                 

                      
 

B. The proposed AM method: 

          
   

      ,                 

                          
 

C. Tian's joint method: 

                   , 

                     

                              
 

D. The proposed joint method: 

          
   

      , 

                     

         
   

                    . 
 

Generally, it can be concluded that joint methods have 

higher computational cost than AM methods. Practically, 

when a higher increasing factor is selected, the larger blur 

mask is desirable so that      is approximately 

proportional to    and then  (   
   

     )  

              . Hence, the proposed AM and joint 

methods will have the same computational cost as 

Hardie's AM and Tian's joint methods respectively. It 

should be noted that the computational complexity 

derived here is more detailed than the one used in [22]. 

4. Experimental Results 

In this section, the performance of the proposed Joint 

and AM methods are discussed and compared with a 

recently joint method (Tian's method [22]) and the 

famous AM method (Hardie's method [15]). We have 

provided five experiments including three synthetic image 

sequences and two real-life images sequences. The 

synthetic sequences, produced by warping some test 

images, are used to evaluate the performance of methods 

according to the following metrics: normalized mean 

square error (NMSE) for the estimated registration 

parameters vector and the peak signal to noise ratio 

(PSNR) for the reconstructed HR image, which are 

defined as follows [21],[22]: 
 

2

2~
100)~(NMSE

a

aa
a


     (34) 

 

)
~

(log10)
~

(PSNR
210

ff

NM
f

ff


    (35) 

 

where “~” denotes the currently estimated values of 

the unknowns. Lower values of NMSE and higher values 

of PSNR are preferred in a method. Apart from the two 

objective measures, the final HR images are used to 

compare the performance of the methods subjectively. 

 

 

 

Fig. 2. Three test images, 'Castle', 'Khayam' and 'Chart' which are considered as the ground truth in the reconstruction. 
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Fig. 3. Four LR images of the sequence were created from the first test image. 

 

Fig. 4. PSNR of the reconstructed HR image and NMSE of the estimated registration parameters using the four methods for the 'Castle' image. 

 

4.1 Experimental Results of Degraded Test 

Images 

Three test images are used for the experiments in this 

subsection. The first one (188x186 pixels) is 'Caslte' 

image [33], which has been placed at the center of a 

frame surrounded by a thick strip of 30 black pixels (zero 

gray value). By doing so, the main part of the image is not 

even pushed out of the frame partially after warping. The 

second and third test images, namely 'Khayam' and 'Chart' 

images [33], are relatively large (580x640 and 512x640 

pixels respectively). After warping these test images, the 

central part of images (320x280 pixels), which are still in 

the frame, are selected as warped HR images. Therefore, 

the original HR images (the ground truth) be 

reconstructed are shown in Fig. 2. In the first experiment, 

a sequence of six images were created by warping one of 

test images through the use of different homogenous 

matrices      each of which containing a zooming factor 

    , a rotation angle      and a translation in both 

vertical and horizontal directions (       ) , randomly 

chosen from the ranges                      and        
respectively. Then, they were blurred by an isotropic 

Gaussian kernel with a variance of 0.333 LR pixel. These 

images, degraded by Additive White Gaussian Noise 

(AWGN) to have 30 dB SNR, were down-sampled by a 

decimation factor of 2. Four degraded LR images for the 

first test image are shown in Fig.3. Using four methods, 

i.e. Tian's method, Hardie's method and our two proposed 

methods, the HR image was reconstructed. To obtain 

initial values for registration parameters, no explicit IR 

techniques were used in the experiments of this 

subsection; instead, the inverse of each original 

homogeneous matrix    was multiplied by a 

homogeneous error matrix. This homogenous error matrix, 

similar to   , contains a zooming factor, a rotation angle 

and a translation in both vertical and horizontal direction 

randomly chosen from the ranges              , 

             and            respectively. The PSNR of 

the reconstructed HR images and NMSE of estimated 

registration parameters using these four methods for the 

'Castle' image are shown in Fig.4. Also, the HR images 

reconstructed by these methods for the test image are 

shown in Fig.5. As can be seen, the proposed methods 

have improved NMSE and PSNR more than Tian's and 

Hardie's methods. Additionally, the superior performance 

of the proposed methods is evident in the reconstructed 

HR images highlighted in Fig.5 (e-h). As can be seen, the 

PSNR is reduced in the AM methods at the first iteration, 

while the reconstructed HR image deviates from the 

desired solution, though it returns to the desired solution 

in the later iterations. We have also examined other initial 
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values of HR image such as up-scaled version of 

reference image and MAP estimation of the HR image 

using the initial values of registration parameters [21]. 

However, it had no significant impact on the performance 

of joint methods, but it could affect the performance of 

the AM methods. This experiment was repeated with a 

homogeneous error matrix that contained twice the values 

of zooming factor, rotation angle and translation in both 

vertical and horizontal directions. Nevertheless, it was 

observed that the joint methods converged during 20 

iterations, with most of the attempts to perform the AM 

methods leading to divergence. In the second experiment, 

in which the second and third test images were used, we 

focused on the zooming part of the motion model. A 

sequence of six images with zooming factors      
    for               and vertical translations     

                    and horizontal translations 

                        were created. Vertical 

and horizontal translations were selected in such a way 

that the center of the test image remained unchanged after 

warping. Other steps were the same as the first 

experiment. Four degraded LR images for the 'Chart' 

image are shown in Fig.6. The PSNR of the reconstructed 

HR images and the NMSE of the estimated registration 

parameters for the test image are shown in Fig.7 and HR 

images reconstructed by the four methods are illustrated 

in Fig.8. The results show that our proposed methods can 

reconstruct the edge regions with greater precision, 

especially when the relative zooming is considerable. 

 

 

Fig. 5. the reconstructed HR images using Tian's Joint method (a), proposed Joint method (b), Hardie's AM method (c) and proposed AM method (d). A 

zoomed part of these images have also been shown in (e-h) respectively. 

 

Fig. 6. A sequence of four degraded LR images was created from the third test image by emphasizing the zooming. 

 

Fig. 7. PSNR of the reconstructed HR images and the NMSE of the estimated registration parameters using all four methods for the 'Chart' image. 
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4.2 Experimental Results of Real-life Images 

In this subsection, two sequences were extracted from 

two videos of 'text' and 'car', which are accessible in [34]. 

Four frames of each video are shown in Fig. 9. In the first 

experiment, a sequence of 10 frames with a size of 57x49 

pixels was extracted from the 'text' video. Also,   was set 

at 0.55 LR pixel and the increasing factor was set at 4. 

Initial values for registration parameters were obtained by 

setting the homogeneous matrix    equal to the identity 

matrix for all frames, because the relative motion between 

successive frames was small in this experiment. This can 

be considered as a special application of these SR 

methods. The HR images reconstructed by the four 

methods are displayed in Fig.10. The results of this 

experiment also confirm the superior performance of our 

proposed methods in the edges. Also, it is observed that 

letters in reconstructed images are clearly distinguishable 

in the proposed method. Selecting a larger standard 

deviation increases the shadows around the letters, 

especially in Tian's and Hardie's methods. In the second 

experiment, a sequence of 16 frames with a size of 

121x72 pixels was extracted from 'car' video.   was set at 

0.45 LR pixel and the increasing factor was set at 3. 

Initial values for registration parameters were obtained by 

adopting the ECC IR technique [24]. The HR images 

reconstructed by the four methods are shown in Fig. 11. 

 

 

 

Fig. 8. Reconstructed HR images using Tian's joint method (a), our proposed joint method (b), Hardie's AM method (c) and our proposed AM method (d). 

 

Fig. 9. Four LR images of the sequences were extracted from videos 'text' and 'car' 

 

Our proposed joint method produced better results in 

this experiment. Although both license plates, namely 

'3PLK273' and the name of vehicle manufacturer 

'SUBARU', are recognizable, the letters of license plate 

are more distinctive in the proposed method. Our 

proposed AM method detected the license plate letters 

precisely, though some shadows in edge regions could be 

observed in other parts of image. 

We used a DELL/Vostro notebook with 4 GB RAM 

and a 2.5 GHz dual core processor in our experiments. 

The maximum iteration number for both pcg routine and 

the four discussed simultaneous methods was set at 20. At 

each iteration, however, the proposed AM and joint 

methods had the same computational complexity as 

Hardie's and Tian's methods respectively, the run time of 

the proposed joint and AM methods were less than Tian's 

and Hardie's methods respectively. For example, the run 

times of the first experiment for 6 LR images with a size 

of 94x93 pixels were 64s, 40.5s, 52.5s and 24s for Tian's 

method, the proposed joint, Hardie's method and the 

proposed AM methods respectively. This is due to three 

reasons. First of all, the proposed methods require fewer 

iterations for the convergence the two others, as shown in 

Fig.4. Also, the three principal operations are merged into 

one operation and hence fewer loops are employed in 

implementations. Although the use of loops instead of 

matrix calculation has no significant impact on 

complexity, it affects the run time. Finally, additional 
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operations are required in Tian's and Hardie's methods to 

avoid the blank regions discussed in subsection 3.6. 

 

 

Fig. 10. Reconstructed HR images using Tian's Joint method (a), proposed Joint method (b), Hardie's AM method (c) and proposed AM method (d). 

 

Fig. 11. Reconstructed HR images using Tian's Joint method (a), proposed Joint method (b), Hardie's AM method (c) and proposed AM method (d). 

 

5. Conclusion and Future Works 

In this paper we proposed a new joint method that 

combined the three principal operations in one operation. 

The application of this combinational operation in the 

calculation of Jacobian matrix is one of the most 

important contributions of this paper. The proposed joint 

method reduced error propagation, was less likely to be 

trapped into suboptimal solutions, especially when the 

relative zooming between frames was considerable, and 

finally increased the quality of the reconstructed HR 

images. Applying this combinational operation to the 

framework of AM methods presented a new AM method. 

The proposed AM method was not as stable as the 

proposed joint method, but it was more reliable than 

existing AM methods such as Hardie's method. Similar to 

other AM methods, the convergence of the proposed AM 

method was highly dependent on initial values of HR 

image and the registration parameters but if the initial 

values were close to optimal values, this method provided 

fast convergence. In future works, we will extend the 

motion model to the affine and finally to the homography, 

and the size of blur kernel in the image plane will be 

refined during the iterations. 
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