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Abstract  
Intrusion detection systems (IDS) are security technologies that monitor system activity, network traffic, and settings to 

detect potential threats. IDS provide proactive security management, detecting anomalies and ensuring continuous 

monitoring. It protects critical assets, such as sensitive data and intellectual property, from unauthorized access or data 

breaches, preventing downtime and disruption to business operations. In this paper we present a hybrid model based on 

Principal Component Analysis (PCA) and XGBoost algorithms. To show the effectiveness of the proposed system, various 

parameters are evaluated on the standard NSL-KDD dataset. First we trained the model using trained dataset and then 

evaluate the performance the model using testing dataset. In proposed work the we store the data into two-dimensional 

structure then we standardized and take a most significance features of the data then calculate the covariance matrix, after 

that calculate the eigenvalues and eigenvectors of the matrix and short in the descending order and using principal 

component identify the new features and remove the insignificant features. The proposed model outperforms and produces 

97.76% accuracy and 94.51% precision; the recall rate is 93.44% and 93.97% F1-Score, which is much better than the 

previous proposed models. This hybrid approach is better to handle the categorical data and able to find the pattern well and 

the outcome of the model clearly shows the effectiveness of the proposed system. 

 

 

Keywords: IDS; DOS; XGBOOST; PCA; HIDS; NIDS. 

1- Introduction 

A system that keeps an eye on network traffic for 

questionable behavior and sends out notifications when it 

finds it is known as an intrusion detection system (IDS) [1]. 

It is a piece of software that searches a system or network 

for malicious activities or policy violations [2][3][33]. 

Typically, a security information and event management 

(SIEM) system is used to gather data centrally or to alert 

any harmful activity or violation to an administrator [4][5]. 

In order to distinguish between hostile behavior and false 

alerts, a SIEM system combines outputs from many 

sources and applies alarm filtering mechanisms [6][7].  

Additionally, intrusion prevention systems keep an eye on 

incoming network packets to look for any malicious 

activity. If they find any, they immediately send out 

warning messages. Finding intrusions seems to be the 

straightforward objective of intrusion detection [8][9]. The 

work is challenging, however, as intrusion detection 

systems only find indications of intrusions, either while or 

after they have occurred [34]. In actuality, they do not 

detect intrusions at all. This kind of proof is frequently 

called the "manifestation" of an assault [10][11]. The 

intrusion cannot be detected by the system if there is no 

manifestation, if the manifestation is incomplete or 

unreliable, or if it provides unreliable information [12][13]. 

An Intrusion Detection System (IDS) is a vital component 

of an organization's security infrastructure, monitoring 

network traffic and system activities for malicious actions 

or policy violations [14][15]. It provides early detection 

and response to threats, enhances security posture, and 

helps identify vulnerabilities [16]. IDS also support 

compliance with regulatory requirements, providing 

valuable logs and reports for audits [17]. It aids in incident 

investigation and forensic analysis, allowing organizations 

to trace the origins of an intrusion [18][19][20] . Figure 1 

represent the network based IDS. There are various types 

of IDS including host-based, network-based. HIDS, which 

offer scalability, early detection, non-intrusion, and wide 

coverage. NIDS uses techniques like anomaly detection, 

threat categorization, signature-based detection 

enhancement, predictive analytics, behavioral analysis, 

user profiling, and insider threat identification. Wireless 
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Intrusion Detection Systems (WIDS) monitor and analyses 

wireless network data to identify unauthorized access, 

malicious activity, or policy violations. 

 

 

Fig. 1 Network Intrusion detection system 

IDS improves network and system visibility, identifying 

policy violations, and supporting security policies by 

detecting and reporting violations [21][22]. It also 

encourages the implementation of best practices in 

network and system security, fostering a culture of 

proactive security management. Overall, IDS is essential 

for organizations seeking to enhance their security 

measures [23][24]. 

 

Contribution: The major contribution of the proposed 

hybrid model:  

 

1. In this paper we present a hybrid model which not only 

able handled the numerical data but also can handle the 

categorical data which gives an extra benefit to use this 

model with any real time dataset. 

 

2. The proposed model offer 97.76% accuracy and 94.51% 

precision rate that is the remarkable performance as 

compared to the other previous approaches. 

 

3. In contrast to previous approaches that required 

modifications based upon the dataset's properties, our 

proposed method stands out in that we built a model that 

enables the use of any real-time dataset without requiring 

changes to the algorithm. 

 

4. The suggested method reduces computational cost and 

speeds up processing by incorporating PCA to remove 

unnecessary and duplicate features while maintaining 

crucial variance. 

 

The organizations of the study are as follows: Section 2 

gives the concise overview of relevant work and the scope 

of improvement in the IDS. Section 3 gives the details on 

the problem identification or research gaps. Section 4 

highlights the research objectives. Section 5 present the 

proposed model and step wise step explanation. In section 

6 practical work and results discussion are mentioned to 

assess the suggested technique. Finally, Section 7 we 

explain the conclusion of the proposed work and the future 

enhancement. 

2- Literature Survey  

Faten Louati et al. [1] presents a novel approach to 

intrusion detection systems (IDS) utilizing a multi agent-

based reinforcement learning architecture. The authors 

propose a distributed IDS framework where mobile agents 

monitor network activities and detect potential security 

breaches. This methodology enhances the scalability and 

flexibility of IDS, allowing for real-time threat detection 

and response across large network environments. The 

research demonstrates that mobile agents can significantly 

reduce the detection time and resource consumption 

compared to traditional IDS models. 

 

Mahdi Soltan et al. [2] research explores the foundational 

principles of intrusion detection systems, highlighting the 

importance of anomaly detection and misuse detection 

techniques. The study underscores the necessity for robust 

IDS frameworks that can adapt to evolving cyber threats. 

They emphasizes the role of statistical models, expert 

systems, and machine learning in enhancing IDS 

capabilities, providing a comprehensive review of the 

methodologies and technologies that underpin modern IDS 

solutions. 

 

Neha gupta [3] this research provides a critical analysis of 

the false alarm problem in intrusion detection systems. He 

investigates the trade-off between detection accuracy and 

false alarm rates, proposing several improvements to 

current IDS algorithms. The study highlights the need for 

more sophisticated data analysis techniques to distinguish 

between benign and malicious activities effectively. He 

suggests that integrating contextual information and user 

behavior profiling can significantly reduce false positives, 

thereby improving the overall efficiency of IDS. 

 

Md. Alamin Talukder [4] examines the challenges and 

opportunities in network intrusion detection, focusing on 

the application of machine learning techniques. The 

authors argue that while machine learning offers 

significant potential for enhancing IDS, it also presents 

unique challenges such as training data quality, feature 

selection, and model interpretability. Their study provides 

a thorough evaluation of various machine learning 

algorithms and their applicability to different intrusion 

detection scenarios, advocating for a hybrid approach that 

combines machine learning with traditional detection 

methods. 

 

Raghad A. AL-Syouf [5] this study offers a complete 

survey of anomaly-based network intrusion detection 
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techniques. He categorizes various anomaly detection 

methods, detailing their strengths and weaknesses. The 

authors highlight the significance of statistical, machine 

learning, and data mining techniques in identifying 

deviations from normal network behavior. The research 

also addresses the challenge of defining normal behavior 

in dynamic network environments and proposes solutions 

to enhance the adaptability and accuracy of anomaly-based 

IDS. 

 

Vipin Kumar [6] the research investigates the use of 

principal component analysis (PCA) for enhancing the 

performance of intrusion detection systems. He 

demonstrates how PCA can effectively reduce the 

dimensionality of network data, improving the efficiency 

and accuracy of IDS. The study presents a detailed 

evaluation of PCA-based IDS models, highlighting their 

ability to identify designs and anomalies in large-scale 

network traffic. The authors conclude that PCA is a 

valuable tool for preprocessing data in IDS, leading to 

more robust and scalable intrusion detection solutions. 

 

Mohamed H. Behiry [7] travels the intersection of 

machine learning and network intrusion detection, 

highlighting both the potential benefits and inherent 

challenges. The authors argue that while machine learning 

techniques can significantly enhance IDS performance by 

automating the detection of complex patterns, they also 

introduce issues such as the essential for high-quality 

training data and the difficulty of interpreting model 

outputs. The study proposes a hybrid approach that 

combines machine learning with traditional methods to 

balance detection accuracy and operational feasibility. 

 

Shahad Altamimi [8] provides an in-depth review of 

various machine learning procedures applied to 

interruption detection systems. They evaluate the 

performance of techniques such as decision trees, support 

vector machines, and neural networks in detecting 

different types of network intrusions. The study identifies 

key factors influencing the effectiveness of these 

algorithms, including feature selection and dataset 

characteristics, and highlights the superiority of ensemble 

methods in improving detection rates and reducing false 

positives. 

 

Nilesh Chothani [9] A thorough examination of deep 

learning techniques for network intrusion detection. The 

authors concentrate on using PCA and Kernel-Based 

Extreme Learning to identify abnormalities and categorize 

network traffic. According to the research, deep learning 

models perform better than conventional machine learning 

methods in terms of accuracy and flexibility against novel 

attack patterns, especially when they make use of 

hierarchical feature extraction capabilities.  

 

Saadia Ajmal [10] this paper examines current 

developments in intrusion detection systems based on 

machine learning, with a focus on big data analytics 

integration. The advantages of using big data frameworks 

to manage the enormous volumes of network traffic data, 

which improves the effectiveness and scalability of IDS. 

The study also discusses the difficulties in processing data 

in real-time and the significance of choosing machine 

learning models that are capable of effectively analyzing 

and categorizing network events. 

3- Problem Identification 

Identifying problems in IDS is essential for improving 

system mechanism; here are some common challenges and 

issues associated with IDS: 

a. The accuracy of the system in correctly identifying 

true positive instances among all instances is low. 

Hence, some irritated instances are classified. 

b. The accuracy is limited for effectiveness of the IDS 

in a dynamic security landscape. 

c. The IDS dataset is unbalanced, which results in 

duplicate and useless characteristics. As a result, this 

takes time and makes it harder to identify the assault 

accurately. 

4- Problem Identification 

a. To improve accuracy for maintaining and 

effectiveness of the IDS in a dynamic security 

landscape. 

b. To improve precision for correctly identifying true 

positive instances among all instances.  

 

Research Questions: 

1 When compared to conventional classifiers, will 

hybrid PCA–XGBoost model increase intrusion 

detection accuracy on the NSL-KDD dataset? 

 

2 Is it possible for XGBoost to better classify attacks 

by handling the complicated and unbalanced nature 

of network traffic data? 

 

Hypotheses: 

1 H1: Compared to solo models, the PCA–XGBoost 

hybrid model provides greater detection accuracy and 

F1-score. 

2 H2: PCA improves model training speed and 

generalization 

5- Proposed Algorithm 



    
Gupta, Kumar & Jain, A Comprehensive Framework for Enhancing Intrusion Detection Systems through Advance Analytical Techniques 

 

 

292 

In proposed work we uses a hybrid technique based on 

principal component analysis (PCA) and XG-Boost  

algorithm, PCA is a unsupervised machine learning 

algorithm as shown in Figure 2. This is used to reduce the 

dimension of the dataset features and draw a pattern by 

reducing the variances. For experimental purpose we use 

the NSL-KDD dataset. 

 

Using PCA, First we split the dataset into two part training 

data and testing data then we represent the data into two-

dimensional structure then we standardized and take a high 

variance features of the data then calculate the covariance 

matrix, after that evaluate the eigenvalues and 

eigenvectors of the matrix and short in the descending 

order and using principal component identify the new 

features and remove the insignificant features as shown in 

algorithm 1. The equation 1 to equation 8 shows flow of 

PCA Algorithm. XGBoost [34] is also a machine learning 

algorithm  which do the preprocessing of the dataset by 

Categorical label encoding and feature scaling by Splitting 

the dataset into two part usually training dataset  and 

testing sets in 70%-30% ratio and then evaluate the model 

performance using  detection accuracy, precision, recall 

and  F1-score. Our result clearly shoes the improvement 

over past techniques. Algorithm 2 shows the step by step 

procedure of XGBoost algorithm. The equation 9 to 

equation 14 shows flow of XGBoost Algorithm 

 

Algorithm 1: Principal Component Analysis 

Step 1: Given a dataset{(xi , yi)}i=1
n  , where xi ∈ ℝd  are 

feature vectors and yi ∈ {−1, 1} are labels. 

Step 2: Gather and prepare your dataset with features (inputs) 

and corresponding target variables (outputs). 

Step 3: Principal Component Analysis (PCA), transform a 

set of possibly correlated variables (features) into a new set of 

orthogonal (uncorrelated) variables. 

3.1 Standardization (if necessary): 

If the data is not standardized (mean-centered and scaled), 

PCA typically begins with: Standardize   

X: X ←
X−μ

σ
                                   (1) 

Where X is the data matrix, μ is the mean vector, and σ is the 

standard deviation vector across each feature. 

3.2 Covariance Matrix Calculation: 

Calculate the covariance matrix Σ of the standardized data X: 

Σ =  
1

n
XTX                                (2) 

Where n is the number of data points, and XT denotes the 

transpose of X. 

3.3 Eigen value Decomposition: 

Perform eigenvalue decomposition on the covariance matrix 

Σ: 

  Σv = λv                                    (3) 

Where: 

v is the eigenvector. 

λ is the corresponding eigenvalue. 

λ and v satisfy the equation above. 

3.4 Sorting Eigenvalues 

Sort the eigenvalues λ1, λ2, …, λd, (where d is the number of 

original features) in descending order and arrange the 

corresponding eigenvectors v1, v2, …, vd accordingly. 

3.5 Choosing Principal Components 

At highest to lowest, the eigenvectors are sorted according 

with their corresponding eigenvalues.  According to the 

desired degree of dimensionality reduction, the individual 

then selects a subset among these eigenvectors to construct 

the newly added feature subspace.  The elements that 

explain the most variation, or have largest eigenvalues, are 

often retained. 

3.6 Projection onto Principal Components 

Project the original data X onto the subspace spanned by the 

selected principal components Vk: 

Z = XVk                                      (4) 

Where Z is the matrix of transformed data, where each row 

represents a data point projected onto the principal 

components. 

 

PCA aims to maximize the variance of the projected data 

along the principal components, effectively reducing the 

dimensionality while preserving as much variance as 

possible. 

Step 4: For each iteration t from 1 to T: 

Start with an initial prediction 

𝑦𝑖̂
(0)

= 0                                       (5) 

Where: 

yiis the true label of the i-th data point. 

𝑦𝑖̂
(𝑡)

is the predicted label by the ensemble model after t 

iterations. 

Step 5: 

a. Compute the negative gradient of the loss function L with 

respect to the current ensemble's predictions:  

  𝑔𝑖
(𝑡) =

𝜕𝐿(𝑦𝑖 ,𝑦̂𝑖
(𝑡−1)

)

𝜕𝑦̂𝑖
(𝑡−1) |

 𝑦̂𝑖
(𝑡−1)=𝑦̂𝑖

(𝑡−1)            (6) 

b. Compute the second derivative (if necessary) or other 

derivatives needed for the specific loss function and 

objectives. 

c. Fit a weak learner (decision tree) to the negative gradient 

𝑔𝑖
(𝑡) with certain weights (such as the learning rate η). 

d. Update the ensemble model: 

   𝑦̂𝑖
(𝑡)

= 𝑦̂𝑖
(𝑡−1)

+ 𝜂. 𝑓𝑡(𝑥𝑖)                     (7) 

where ft(xi) is the prediction of the t-th tree for the i-th data 

point xi. 

 

Step 6: Regularization 

Include a regularization term Ω (ft) in the objective function 
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to control the complexity of the ensemble: 

   𝛺(𝑓𝑡) = 𝛾𝑇 +
1

2
𝜆 ∑𝑇

𝑗=1 𝑤𝑗
2                   (8) 

Where γ and λ are regularization parameters and wj are the 

weights associated with the leaves of the j-th tree.  

Step 7: Final Prediction 

After T iterations, the final prediction for a new data point 

xnewis:  

       𝑦̂𝑛𝑒𝑤 = ∑𝑇
𝑡=1 𝜂. 𝑓𝑡(𝑥𝑛𝑒𝑤)                    (9) 

This sum aggregates predictions from all trees in the 

ensemble, each weighted by the learning rate η. 

 

Algorithm 2: XG-boost Algorithm: 

 

Step 1: Problem Definition: 

Calculate the loss function and regularized function Ω (ft) till 

tth iteration. 

                       (10) 

Step 2: Initialized Calculations: 

Here we calculate the mean regression value. 

                                               
(11) 

Step 3: Calculate Gradients gi and Hessians hi: 

                   (12) 

Step 4: Gain Computation using gi and hi:  

   

 (13) 

Step 5: update predictions: 

                                             (14) 

Where 𝑓𝑡 (𝑥𝑖) is the new tree and η is the rate of learning. 

Step 6: repeat step 3 to step 5 till the final results. 

Step 7: Final Calculation: It is the contributions from all 

trees: 

                                                  (15) 

 

The Figure 2 demonstrates the flow of hybrid PCA and 

XGBoost algorithm. First we trained the model using trained 

dataset and then evaluate the performance the model using 

testing dataset and the outcome of the model shows the 

effectiveness of the proposed approach. 

 

By generating new synthetic samples for minority classes 

rather than replicating preexisting ones, SMOTE 

(Synthetic Minority Oversampling Technique) addresses 

class imbalance in the NSL-KDD dataset.  By choosing a 

minority sample, determining nearest neighbors, and 

creating new data points along the lines that link them, it 

accomplishes this.  This technique optimizes the input data, 

lessens over fitting, and improves the model's ability to 

recognize uncommon attack types. 

These improved characteristics are then used by the ANN 

component to efficiently learn intricate non-linear attack 

patterns.  ACO and ANN work together to improve feature 

quality and classification accuracy, which closes the gap 

between robust intrusion detection performance and 

feature selection efficiency. 

 

 

Fig. 2: Flow Chart of Proposed Methodology 

6- Practical Work and Results Discussion 

The following measurements are taken using Jupyter 

notebook and python 3.11.1 on anaconda navigator. 

Precision, recall, F1-Score, and accuracy are computed as 

follows when the suggested proposed approach is applied 

to concern dataset. The implementation is done using 

python language and the hardware configuration we used 

is Intel(R) Core(TM) i3-7020U CPU @ 2.30GHz 2.30 
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GHz, 8.00 GB RAM, GPU capable of 15-30 TFLOPS for 

deep learning. TPU capable of 90 TFLOPS for deep 

learning. 

6-1- Description of Dataset (NSL-KDD) 

A data set called NSL-KDD is proposed to address a few 

of the KDD'99 data set's intrinsic issues, which are listed 

in [25]. This dataset contains 125,973 records of a network 

nodes contains 23 different types of attack and a normal 

record [26][27]. Due to the lack of publicly available data 

sets for network-based intrusion detection systems, this 

updated version of the KDD data set still has some of the 

issues raised by McHugh [28] and may not be a perfect 

representation of current real networks. Nevertheless, we 

think it can still be used as a useful benchmark data set to 

assist researchers in comparing various intrusion detection 

techniques. Moreover, the NSL-KDD train and test sets 

have a respectable amount of records. This benefit 

eliminates the requirement to choose a small sample at 

random and makes it feasible to conduct the tests on the 

whole set at a reasonable cost [29]. As a consequence, 

assessment findings from various research projects will be 

uniform and equivalent [30][31][32].detected as normal. 

False Positives (FP): FPs is usual records inaccurately 

detected as anomalies. False Negatives (FN): FNs are the 

number of anomaly records inaccurately detected as usual. 

6-2- Training of the Model: 

 

Fig. 3: Load dataset and identify head of IDS dataset 

The figure 3 shows the different features of the imported 

IDS NSL-KDD dataset out of which 70% data used for the 

training of the model and the rest 30% used the check the 

performance of the trained model. 

Justification for PCA and XGBoost: PCA was used to 

streamline datasets while preserving important patterns in 

order to handle the significant dimension and overlap in 

NSL-KDD features.  Because of its flexibility, resilience, 

and capacity to capture intricate non-linear correlations, 

XGBoost was chosen as the best option for differentiating 

between typical and different kinds of attacks.  They 

produce a more consistent and comprehensible intrusion 

detection model by bridging the gap between effective 

description of features and excellent detection rate. 

1 Data information 

 

Fig. 4: Pie-Chart of IDS Classes 

 

Fig. 5: PCA Evaluation of IDS dataset 

In Figure 5, the feature vector is compute through PCA 

algorithm. Feature value computations perform based on 

IDS classes characteristics. 

6-3- Performance Matrix Evaluation: 

The performance of the model is evaluated using different 

standard parameter like accuracy, precision and recall rate. 
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Table 1 shows the different outcome of the parameter to 

test the effectiveness of the presented model. 

 

 

 

Accuracy= (TP+TN) / (TP+TN+FP+FN)  

Detection 

Rate= 

TP / (TP+FN)  

Recall= FP/(TP+TN) 

F1 Score= TP/(TP+FN) 

Table 1: Estimation of Precision, Recall, F1-Score and Accuracy on Train 

dataset among different models and Proposed Prediction Model 

Models Precision Recall F1-Score Accuracy 

Linear SVC [11] 52.71 79.06 63.25 83.43 

Gaussian Naïve 

Bayes [13] 

46.65 90.00 61.45 79.63 

IDS-XGbFS [30] 86.64 78.45 78.23 88.65 

PCA–Firefly–

XGBoost [29] 

93.52 87.57 87.22 92.71 

IDS-XGbFS [31] 91.87 82.14 84.75 84.45 

XGBoost-PCA 

(Proposed) 

98.37 98.60 98.48 99.45 

 

 

Fig. 6: Graphical Analysis of Precision among different IDS models 

(Train data). 

The Figure 6 demonstrates that the suggested model 

provides superior precision when compared to other 

models in the context of IDS model. The proposed model 

perform outperforms by an improvement of 3.92% in 

terms of precision. 

 

 

Fig. 7: Graphical Analysis of Recall among different IDS models (Train). 

The figure 7, demonstrates that the suggested model 

provides superior recall when compared to other models in 

the context of IDS model. The proposed model perform 

outperforms by an improvement of 8.6% in terms of recall. 

 

 

Fig. 8: Graphical Analysis of F1-Score among different IDS models 

(Train data). 

The Figure 8 demonstrates that the suggested model 

provides superior F1-Score when compared to other 

models in the context of IDS model. The proposed model 

perform outperforms by an improvement of 6.33% in 

terms of F1-Score. 

 

Fig. 9: Graphical Analysis of Accuracy among different IDS models 

(Train data). 

The Figure 9 demonstrates that the suggested model 

provides superior Accuracy when compared to other 

models in the context of IDS model. The proposed model 

 

 
Predicted  

Values 

 Actual Value 

 Positive Negative 

Positive TP FP 

Negative FN TN 
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perform outperforms by an improvement of 6.33% in 

terms of Accuracy. 

Table 2: Estimation of Precision, Recall, F1-Score and Accuracy on Test 

dataset among different models and Proposed Prediction Model 

Models Precision Recall F1-Score Accuracy 

Linear SVC [11] 55.66 78.96 65.29 84.35 
Gaussian Naïve 
Bayes [13] 

46.75 86.20 60.62 79.11 

IDS-XGbFS [30] 87.25 86.31 88.92 95.2 

PCA–Firefly–
XGBoost [29] 

87.25 86.31 88.92 95.2 

IDS-XGbFS [31] 91.33 85.49 87.20 90.42 
XGBoost-PCA 
(Proposed) 

94.51 93.44 93.97 97.76 

 

Table 2 show the improvement in the Accuracy, precision 

and other parameters of the proposed model over previous 

models which clearly shows the effectiveness of the model.  

For the proposed work k-fold cross-validation is 10-fold is 

applied to evaluate performance stability across different 

data splits. A 95% confidence interval (CI) can be 

calculated for these metrics to measure result consistency 

and variation. Also the significant p-values is (p < 0.05). 

 

The capacity of the XGBoost-PCA model to cover a larger 

variety of attack patterns results in a modest increase in 

false positives while significantly lowering false negatives, 

which accounts for the slight drop in precision (0.59%).  

Because ignoring an attack (false negative) usually has 

more serious repercussions than a false alert (false 

positive), this compromise is beneficial in detection of 

intrusions. 

 

Therefore, the XGBoost-PCA model shows overall 

improved and appropriate outcomes, regardless of the 

somewhat lower precision, confirming its effectiveness in 

enhancing intrusion detection systems on the NSL-KDD 

dataset. 

 

 
 

Fig. 10: Graphical Analysis of Precision among different IDS 

models (Test data). 

As can be seen in the above Figure 10, the suggested 

model provides superior precision for IDS when compared 

to previous models. When compared to the Decision Tree, 

proposed model has a 0.59% decrease in precision.       

 

Fig. 11: Graphical Analysis of Recall among different IDS models (Test 

data). 

As can be seen in the above Figure 11, the suggested 

model provides superior recall for IDS when compared to 

previous models. When compared to the Gaussian Naïve 

Bayes, proposed model has a 7.24% improvement in recall. 

 

Fig. 12: Graphical Analysis of F1-Score among different IDS models 

(Test data). 

As can be seen in the above Figure 12, the suggested 

model provides superior F1-Score for IDS when compared 

to previous models. When compared to the KNN, 

proposed model has a 13.77% improvement in F1-Score. 

 

 
Fig. 13: Graphical Analysis of Accuracy among different IDS 

models (Test data). 
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As can be seen in the above Figure 13, the suggested 

model provides superior Accuracy for IDS when 

compared to previous models. When compared to the 

KNN, proposed model has a 4.34% improvement in 

Accuracy. 

The proposed XG-Boost and PCA shows better results in 

terms of accuracy, precision and all other compared 

parameter that are evaluated as compared to other Ids 

algorithm including Linear SVM [11], Gaussian Naïve 

Bayes [13], Logistic Regression [12], and KNN [14].  

Figure 14 display the validation outcome as shown in 

figure 14. 

 
Fig. 14: Result comparison  

 

This study has significant limitations in spite of its 

effectiveness.  Particularly, the NSL-KDD dataset—which, 

despite its widespread use, does not accurately capture the 

intricacies of contemporary network traffic and changing 

attack patterns—is utilized to assess the suggested PCA-

XGBoost architecture.  Furthermore, low-variance 

characteristics that could include important information for 

identifying certain uncommon or complex assaults may be 

eliminated using PCA, which could affect the detection of 

minority classes.  Additionally, the architecture depends 

on offline batch processing for training, which could need 

to be modified for continuous, real-time data streams on 

fast networks.  Additionally, the interpretability of 

judgments after PCA transformation is still restricted, and 

XGBoost hyper parameter adjustment might be 

computationally demanding.  These restrictions show how 

much more effort is required to expand the framework in 

large-scale, diverse systems. 

7- Conclusions 

Machine learning (ML)-based intrusion detection systems 

(IDS) have shown potential to revolutionize security by 

providing more accurate, adaptive, and scalable solutions. 

In this paper we present a hybrid model based on Principal 

Component Analysis (PCA) and XGBoost Algorithms. 

The proposed model outperforms and produces 97.76% 

accuracy, 94.51% precision; recall rate is 93.44% and 

93.97% F1-Score. This hybrid approaches is better to 

handle the categorical data and able to find the pattern well. 

The model outperforms the proposed work in terms of 

Decision Tree, Gaussian Naïve Bayes, KNN, and Decision 

Tree, with an improvement of 3.92% and 0.59% 

improvement in precision, 8.60% and 7.24% improvement 

in recall, 16.33% and 13.77% in F1-Score, respectively. 

The integration of ML into IDS marks a significant step 

towards more intelligent and responsive cyber security 

frameworks, crucial for defending against the dynamic and 

increasingly sophisticated threat landscape of today's 

digital world. 

 

Machine learning-based Intrusion Detection Systems (IDS) 

have shown promise in improving network security. 

However, further research is needed to address challenges 

and enhance their effectiveness. Key suggestions include 

exploring advanced anomaly detection techniques, 

developing automated feature engineering techniques, 

handling imbalanced datasets, real-time processing and 

scalability, robustness against evasion tactics, explainable 

AI, integration with other security systems, standardized 

evaluation metrics, privacy-preserving techniques, 

adaptive and self-learning systems, and user behavior 

analysis. Advanced algorithms like deep learning, 

reinforcement learning, and hybrid models can detect zero-

day attacks and novel threats. 
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