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Abstract  
In this paper, a class of Bow-tie unit cell on FR4 substrate is designed and investigated to be used in implementing a 

single-layer broadband Reflectarray Antenna (RA). In the analyzing step, two different parameters (length and angle) of the 

grounded Cross Bow-Tie (CBT) are varied to obtain the phase diagrams. Various degrees of freedom in the CBT structure 

are very helpful in designing a broadband RA. In the antenna design procedure, an efficient phase synthesis technique is 

applied to minimize the adverse effects of frequency dispersion causing by the differential space phase delay at different 

frequencies. This technique optimizes the metallic CBTs arrangement on the aperture of RA, and reduces the dependency 

of RA design to the CBT’s phase variation. Consequently, combination of the CBT’s phase behavior and the phase 

synthesis technique leads to designing a broadband RA with a good frequency response. In addition to, the Side Lobe Level 

(SLL) of the resultant RA is reduced remarkably. For validation of the obtained numerical results, an RA is designed and 

fabricated in 8.7~12.3GHz frequency bandwidth. The measurements show 27.03 dB as a maximum gain value at 10.2 GHz 

with a 1.5dB gain bandwidth of 34%. It is also shown that the implemented RA exhibits a reduced SLL (<-18dBi) within its 

operating bandwidth.  

 

 

 

Keywords: Reflectarray; Cross Bow-tie unit cell; Broadband Antenna; Phase Synthesis Method; Low-cost structure. 
 

1- Introduction 

The Reflectarray Antennas (RAs) are a suitable alternative 

for phased array antennas, and conventional reflectors in 

military applications, space telecommunication, and 

remote sensing. The considerable deployment RAs is due 

to their exceptional features such as lightness, 

compactness, and flexibility of controlling radiation 

pattern. In addition, the use of RAs eliminates the need for 

expensive and complex custom molds, making RAs 

affordable [1]. Meanwhile, the narrow bandwidth of RAs 

is their main disadvantage. The narrow bandwidth of their 

unit cell and differential spatial phase delay lead to 

achieving their narrow bandwidth performance [1-3]. For 

solving this problem, wideband unit cells are designed 

with the help of periodic substrate [4], stacked patches [5], 

anisotropic substrates [6-9], and complex unit cells [10, 

11]. Although the use of multilayer unit cells can increase 

the phase ranges and operating bandwidth of RAs [12], on 

the other hand, the weight, loss, complexity, and 

manufacturing cost of RAs increase. To address this 

deficiency, two different solutions have been described in 

the literature. The first solution is based on designing a 

wide phase range unit cell that is performed by a trial-and-

error technique. Such a technique is a time-consuming and 

tedious one and leads to complex and multilayer unit cells 

[10-12]. The alternative solution is to use the optimization 

technique described in [13]. This optimization technique 

minimizes the phase realization errors of each element at 

center and two extreme frequencies within working 

bandwidth. Although the latter technique is beneficial, the 

various metallic elements' error function values in the 

array do not have a clear relationship in the optimization 

procedure. This results in local minima, which in turn 

results in sub-optimal frequency performance of the 

antenna. 

To design a broadband RA, this paper first presents a 

method for minimizing the adverse effects of the 

frequency dispersion. This method is a new phase 

synthesis technique to achieve an appropriate arrangement 
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of elements on RA's aperture and thereby a broadband RA.  

Then, a single-layer unit cell consisting of sub-wavelength 

metal Cross Bow-Tie (CBT) elements on a grounded low-

cost substrate is proposed. The low-cost substrate is 

considered to be thick FR4. Using such a thick lossy 

substrate needs a tradeoff between reducing the insertion 

loss of the unit cell and optimizing the reflected power 

[14, 15]. Simulation results show that the reflectivity of 

the proposed class of CBT unit cell is so remarkable. 

Moreover, additional freedom degree of such a unit cell in 

comparison to cross-dipole [4] increases the phase range, 

which is needed to design broadband RAs. The obtained 

reflection information of the under-study unit cell is then 

applied for designing a planar center-fed RA. The design 

by means of the mentioned phase synthesis technique 

leads to obtaining the most appropriate metallic CBTs 

arrangement on the aperture of RA. As a result, the 

operation bandwidth of the designed single-layer RA is 

increased and Side Lobe Level (|SLL|) of its radiation 

pattern is reduced in comparison to the described 

traditional method in [13]. Such a technique is thoroughly 

examined with experimental demonstration and the 

designed center-fed RA is fabricated and measured in X-

band (8.7~12.3GHz). 

2- A Technique for Selecting Optimum 

Arrangement of RA Design 

In RA designing, the proper phase distribution on its 

aperture is the main step such a way that the realized 

phases have a minimum deviation from the calculated 

phase distribution in the working frequencies. Based on 

[1], for designing an RA with a single pencil-beam in (

,b b  ), the required phase shift of the ith element located 

in (xi, yi) point is given by:  

 

( )( )0 cos sin sinR i i b i b bk d x y   = − + (1) 

 

that, the length of path from horn antenna's phase center to  

ith element on the array indicated by di. obviously, 

satisfying the relation (1) is quite easy for RA design in a 

single frequency. However, it becomes more difficult to 

meet this requirement in each frequency sample once the 

working bandwidth of RA is increased, and the designer is 

faced with more phase realization errors. Such errors are 

mainly due to the differential spatial phase delay factor as 

mentioned in [1]. To control the behavior of the antenna in 

the desired bandwidth, an optimization technique is 

proposed in [13] and an optimal element arrangement on 

the aperture of RA is achieved by minimizing the error 

function defined as follows: 

( ) ( )( ) ( )( )desired achieved, , ,
, ,

e m n f m n f m ni i
i l c u

=  −
=

(2) 

 

Where ( ),m n  refer to a particular location on RA lattice 

and ( )
desired

,m n
fi

  and ( )
achieved

,m n
fi

 represent desired 

and achievable phase delays at given frequencies (l, c, and 

u represent lower, center, and upper frequencies, 

respectively). This procedure first calculates the phase 

distributions that meet the requirements of the mask in the 

center and the two extreme frequencies. In the second step, 

the most appropriate element is selected to minimize the 

error function at each element of RA lattice regardless of 

the other elements. The lack of a relationship between 

error function values in [13] leads to a local minimum in 

the optimization procedure. To explain further, in this 

method, the value of the error function for one element 

may be close to zero, while the value for the neighboring 

element may be large, resulting in suboptimal antenna 

performance. Solving this problem, an optimization 

technique is used that minimizes the average of the error 

function values calculated for all RA elements [8].  

 

 

Fig. 1 Block chart of the introduced phase synthesis method. 

For more explanation our phase synthesis method, suppose 

that the “   ” is the calculated phase shifts on the 

aperture of RA and “ θ ” is an arbitrary and a constant 

phase. In this case, “  Φ +θ ” leads to the identical radiation 

pattern. This property helps the designer to have freedom 

degrees in phase shifts distribution realizing with a 

minimum error and thereby attain an RA with optimum 

performance. To this end, the total phase error of the entire 

array is taken into account and the mentioned error 

function in (2) is modified as follows:  
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( )

( ) ( )

( ) ( )

( ) ( )

( )

desired achieved
, ,

f f

desired achieved
, min , ,

f f
,

desired achieved
, ,

f f

,

for all members of the search space

and for 180 : step : 180 an

m n m n l
l l

e m n m nl u
c cm n

m n m n u
u u

w m n

l



 





 − + +

=  − +

 − +

  
  
  
   

  
  
     

= − d 180 : step : 180
u
 = −

   (3) 

 

The relation of (13) is an objective function that needs to 

be calculated for database of different RA element's 

classes. It should be noted that the smaller the step in (3), 

the smaller the error, but a step of 1 degree or less does not 

significantly affect the antenna performance. On the other 

hand, the second principle is incorporated into (3) as a 

weighting function, ( ),w m n , where elements closer to the 

center of the RA surface are given higher weights and 

elements closer to the RA edge are given lower weights. 

Thus, ( ),e l u  is the best arrangement of RA cells 

minimizing (2). The structural information of the optimal 

elements of the RA is then automatically determined by 

selecting the arrangement that minimizes the error matrix.  

 

 

Fig. 2 Geometry of grounded CBT unit cell with FR4 substrate used for 

planar RA design.  

Fig. 1 is a block diagram summarizing the phase synthesis 

technique introduced. 

3- Element Design 

Herein, the CBT unit cell is proposed inspiring from the 

bow-tie antenna structure. Its sketch and design parameters 

have been shown in Fig. 2. As shown in this figure, the 

reflected wave of CBT is affected by changing its length 

(l) and angle (α). In this case, the metallic array is printed 

on a grounded FR4 substrate with εr=4.4 and loss tangent 

δc=0.02 as a low-cost dielectric. In [15], analyzing a 

single-layer unit cell with FR4 dielectric, it was found that 

the utilizing of a thick lossy dielectric (FR4) results in low 

loss in respect to a thin one. Thus, the thickness of FR4 

substrate has been chosen h=2.4mm. In addition, the 

period of lattice is considered to be smaller than λ/2 for 

designing a wideband RA [16]. The use of unit cells with 

smaller sizes leads to lower sensitivity to the angle of 

incident wave and improves the assumption of the infinite 

periodic structure. Meanwhile, (l /Lx) must be selected to 

achieve sufficient linear phase range for an RA designing. 

In this regard, Lx=Ly=0.35λ in the central frequency 

10.5GHz, and 0.2<l/Lx<1 means the elements are sub-

wavelength to achieve a maximum linear phase range [17]. 

The other parameters of CBT unit cell are optimized as: 

Lx=Ly=10mm, W1=0.3mm, and W2=0.9mm. In order to 

analyze the proposed unit cell and investigate the effects 

of the lossy substrate on the reflection characteristics, a 

common practice is adopted, where the element is 

assumed to be surrounded by an infinite periodic array of 

the same cells [1]. Such a simplification is called the local 

periodicity assumption which is validated by good 

agreement between theoretical RA design and its 

measurements [4].  

 

 
(a) 

 
(b) 

 Fig. 3 Amplitude, and (b) phase diagrams of CBT unit cell versus of l 

variations (α=30o). 
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Table 1: Parameters of RA element for different classes 

W1 (mm) W2 (mm) α(degree) l(mm) 

0.1~0.5 

Step: 0.05 

0.1~0.9 

Step: 0.05 

30o~80o 

Step: 1o 

2.4-9.6 

Step: 0.2 

 

Therefore, the full-wave analysis of the proposed CBT 

with periodic boundary conditions is carried out by means 

of a Finite Element Method (FEM)-based EM-solver. The 

reflection information of such a unit cell illuminated by a 

normally plane-wave is calculated in 9~12GHz frequency 

range, as shown in Fig. 3. The amplitude diagram is shown 

in Fig. 3(a) to estimate the unit cell loss. In Fig. 3(b), the 

phase responses are obtained versus of the element’s 

length (l) variations. In these cases, the angle α=30o. To 

increase the phase range, the element length is left 

unchanged in its maximum value (l = 9.6mm) and the 

phase response is recalculated by means of the angle (α) 

variations from 30o to 80o.  This range for angle α is 

allowable due to CBT’s geometry. 

 

 
(a) 

 
(b) 

Fig. 4 Amplitude, and (b) phase diagrams of CBT unit cell versus of α  

variations (l=9.6mm). 
 

 

Fig. 5 Simulated RA and its feed antenna. 

The reflected wave information versus variation of the 

angle α is visualized in Fig. 4. As shown in Fig. 4(b), 

another phase response with an approximately linear phase 

response is obtained in 9~12GHz. 

 

 
(a) 

 
(b) 

Fig. 6 (a) Simulated horn antenna and its dimensions vs. mm, and (b) its 

impedance matching curve [25]. 

This demonstrates that the proposed element has an 

additional freedom degree to obtain a wider phase range 
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than cross-dipole element [4]. Fig. 3(a) and Fig. 4(a) show 

that, the average reflectivity of the unit cell with thick 

lossy substrate is close to 0dB for operating frequencies. 

This leads to the selection of the best values for α and l to 

reduce the sensitivity of the phase diagram in RA 

implementation. Various unit cell's classes have been 

obtained by varying W1, W2, l and α in Fig. 1. The 

different structural variations to make the phase response 

database are indicated in Table 1. The obtained phase and 

amplitude diagrams are used in the following to design a 

center-fed RA by means of the presented phase synthesis 

technique in block diagram of Fig. 1. 

4- Optimum Broadband RA Design and 

Experimental Verification 

In order to justify the effectiveness and practicality of the 

described optimization method, and proposed unit cell in 

Sec. 2, and Sec. 3, respectively, a low-cost single-layer RA 

is designed and manufactured in X-band having a very 

wide bandwidth. In this case, the calculated phase 

diagrams of the unit cell in Fig. 3(b) and Fig. 4(b) are 

used. In order to find the best performing element 

configuration at the RA frequency using the introduced 

phase synthesis technique, a database containing the unit 

cells' phase responses for all permutations was separately 

generated at the center (10.5 GHz) and at the two extreme 

frequencies  (9GHz, and 12GHz). In these frequencies, the 

needed phase shift for each cell of RA aperture must be 

evaluated. To this end, one can use the method described 

in [1].  

The corresponding equivalent elements’ dimensions 

(l and α) are thus determined from the resultant phase 

diagrams (Fig. 3(b), and Fig. 4(b)) with the minimum 

error. In this regard, the center-fed RA depicted in Fig. 5 is 

simulated. As it is shown in the same figure, the planar 

array includes 27×27 CBT elements illuminated by a horn 

antenna. Since in center-fed RAs, feed blockage has its 

own role in the reducing the system efficiency, we have 

designed a horn antenna with small aperture size 

(3.2×4.7cm2) to decrease the effect of feed blockage. Its 

dimensions and schematic of the simulated horn are 

depicted in Fig. 6(a). Its return loss diagram is shown in 

Fig. 6(b) and indicates that the horn antenna works within 

the desired RA bandwidth. Moreover, the horn antenna's 

radiation patterns in H- and E-planes are respectively 

visualized in Fig. 7(a), and Fig. 7(b). In these patterns, 

Half Power Beam Width (HPBW) of the designed horn is 

41o for H-plane and 46.5o for E-plane patterns, 

respectively. Its peak gain value is 13.3dBi at 10.5GHz. 

Thus, the exponent of feed pattern function represented by 

cosqθ is q=4.72, which is used in the RA design. Since the 

dimensions of center-fed RA is 27×27cm2, the focal length 

(horn antenna's phase center) is calculated 26.9cm to 

maximize the antenna efficiency. According to the 

calculated phase diagrams, the required phase shifts of 

27×27 elements of this center-fed RA are calculated and 

shown in Fig. 8. For such an RA, the half of the subtended 

angle from the aperture of RA to the horn antenna's phase 

center (θe) is 27.7o. The phase diagram is calculated 

assuming that a normal incident plane wave irradiates all 

the RA's elements, but it is clear that such an assumption 

will reduce the overall gain and decrease the antenna 

efficiency. Therefore, the angular dependency of the phase 

diagrams is also taking into account. For this purpose, the 

phase diagrams in terms of l(α=30o), and α(l=9.6mm) are 

recalculated for different oblique incident angles in the 

central frequency. As shown in Fig. 9, the little 

dependences of phase variations on the incident angle are 

observed once the incident θ is less than θe. Additionally, 

for avoiding the grating lobe in the radiation pattern, the 

element spacing in RA (Lx, Ly) must follow the array 

equation [18]:  

0,
(1 sin )

x y

inc

L L





+
   (4) 

 

 
(a) 

 
(b) 

Fig. 7 Radiation patterns of the simulated horn antenna in (a) H-, (b) E-

planes in frequency range 9~13GHz. 
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Fig. 8 The elements’ phase shifts required in designing a center-fed RA 

with 27×27cells. 

 
(a) 

 
(b) 

Fig. 9 Phase variations of the proposed CBT at central frequency 

10.5GHz for various oblique incidences (θinc is the incident angle) when 

(a) l, and (b) α are changed. 

in which, λ0 is the free-space wavelength, and the incident 

angle θinc is less than θe. The unit cell's dimensions satisfy 

limitation of (4) due to Lx = Ly =10mm=0.35λ0. For really 

assessment of the introduced phase synthesis technique, 

the analytically calculated radiation patterns in H- and E-

planes at 10.5GHz are respectively visualized in Fig. 

10(a), and Fig. 10(b). In these figures, the radiation 

patterns calculated using the common approach [13] are 

observed. These figures show that our phase realization 

technique allows a lower SLL than the common one. 

Choosing the proper elements and reducing the error of 

RA's phase synthesis leads to the mentioned SLL 

reduction. It should be pointed out that the average error of 

the phase realization is decreased from 40o in [13] to 5o on 

each RA's element. The antenna structure including RA 

surface along with its horn antenna is simulated using an 

EM-solver and its surface current distribution is obtained 

at 10.75GHz, as shown in Fig. 11. 

  

 
(a) 

 
(b) 

Fig. 10 Analytical radiation patterns at 10.5GHz, (a) H-plane, and (b) E-

plane which are obtained by the RA aperture's phase distribution realized 

using the CBTs. The calculated radiation patterns by means of traditional 

method [13] are reported for comparison.  

To validate the obtained numerical results, the designed 

system is fabricated. The photo of this low-cost 

implemented RA on FR4 substrate is observed in Fig. 12. 

The simulated radiation patterns and measured ones in E-, 

and H-plane at 10.2GHz are shown in Fig. 13(a), and 

13(b), respectively. Measured Cross-polar radiation 

patterns are indicated by red dashed-lines in these figures. 
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Fig. 11 Simulated current distribution of the designed RA.  

 

 
(a) 

 
(b) 

Fig. 12 Fabricated RA, (a) its photo from up view, and (b) RA along with 

horn antenna in anechoic chamber.  

Also, the measured |SLL|<-18dB. Fig. 14 demonstrates the 

simulated and measured peak gain values versus 

frequency. As seen in the same figure, the maximum gain 

of the implemented RA is 27.03dB at 10.2GHz and its 

1.5dB bandwidth of about 34% (8.7~12.3GHz) is 

achieved. Note that the goal of this study is not to design a 

high gain RA. However, a phase realization technique is 

introduced to broaden the RA's bandwidth and reduce its 

|SLL|. Obviously, if the number of array's cells and 

dimension of RA aperture are increased, the gain of the 

resultant structure can be enhanced. In some reported 

single-layer RAs like that [22], an air layer was added 

between dielectric and ground layer for gain enhancement.  

 

 
(a) 

 
(b) 

Fig. 13 Normalized radiation patterns of the implemented RA at 10.2GHz 

in (a) E-plane, and (b) H-plane. 

The comparison results of Table 2 confirm that a 

satisfactorily trade-off between bandwidth and |SLL| is 

obtained by combination of our optimization technique 

and proposed CBT unit cell. The maximum efficiency for 

such a system can be given by: 
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2 max
0 100,

4
total

G

A
 


=          (5) 

 

 
Fig. 13 Measured and simulated peak gain values of the implemented 

RA.  

TABLE 2: Comparison of the Single-layer RAs 

Ref. Dim. of 

array 

(cm) 

Cells 

No. 

Freq. 

range 

(GHz) 

Gmax 

(dB)@ 

fc 

BW 

(%) 

Max. 

phase 

range 

(deg.) 

|SLL| 

(dB) 

@ fc  

[19] 40 ×40 1225 12.5 

~14.5 

34.0 16.7 360 <-14 

[20] 27×19 650 10.7 

~12.5 

25.3 9.7 480 <-14 

[21] 25×25 625 10.0 

~11.2 

25.4 12 700 <-12 

[13] 120×120 10000 11.4 

~12.8 

40.6 11.6 400 <-16 

[4] 27×27 729 8.95 

~12.1 

26.57 29.5 400 <-14 

[22] Dia.=30 988 8.7 

~10.7 

27.7 25 450 <-15 

This 

Work 

27×27 729 8.7   

~12.3 

27.03 34 610 <-18 

 

where Gmax is the measured maximum gain (= 27.03dB) at 

10.2GHz, and A is the RA’s aperture area (=0.27×0.27m2). 

Thus, the total efficiency is obtained 48%. 

In Table 3, its estimated efficiencies and losses are 

summarized. As shown in the same table, the blockage of 

horn antenna is in the order of unit cell loss. It should be 

noted that the feed loss does not include loss in the 

transmission line between the horn antenna and 

transceiver. Therefore, one can obviously use an offset-fed 

design for increasing the RA efficiency. 
 

 

TABLE 3: Estimated efficiency of the implemented low-cost broadband 

RA  
Type Efficiency (%) Loss (dB) 

Illumination 85 0.7 

Spillover 72 1.42 

Unit cell 91 0.41 

Cross-pol [23] 95 0.22 

Feed antenna [24] 91 0.41 

Total 48 3.16 

5- Conclusions 

A metal cross bow-tied array on a thick lossy grounded 

FR4 dielectric is presented to implement a broadband, 

low-cost and single-layer RA. It is shown that presented 

unit cell with bow-tie patch layer gives us more phase 

range due to its two different design parameters (its length 

and angle). The obtained phase diagrams of this unit cell 

are used for implementation of an RA with 27×27 

elements in X-band. Measured results indicate the 

implemented RA provides a gain of 27.03dB with a 

variation of less than 1.5dB over a relative gain-bandwidth 

of 34% (8.7~12.3GHz) and |SLL|<-18dB at 10.2GHz, 

which is an excellent performance compared with other 

single layer RAs designed in X-band. This feature is the 

result of using a robust phase realization technique, taking 

wave incident angle on each RA element into account and 

benefiting from a large database of RA elements.  
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Abstract  
Wireless networks functioning on 4G and 5G technology offer a plethora of options to users in terms of connectivity and 

multimedia content. However, such networks are prone to severe signal attenuation and noise in a number of scenarios. 

Significant research in recent years has consequently focused on establishment of robust and accurate attenuation models to 

estimate channel noise and subsequent signal loss. The identified challenge therefore is to identify or develop accurate 

computationally inexpensive models implementable on available hardware for generation of estimates with low error and 

validate the solutions experimentally. The present work surveys some of the most relevant recent work in this domain, with 

added emphasis on rain attenuation models and machine learning based approaches, and offers a perspective on the 

establishment of a suitable dynamic signal attenuation model for high-speed wireless communication in outdoor as well as 

indoor environments, presenting the performance evaluation of an autoregression-based machine learning model. Multiple 

versions of the model are compared on the basis of root mean square error (RMSE) for different orders of regression 

polynomials to find the best-fit solution. The accuracy of the technique proposed in the paper is then compared in terms of 

RMSE to corresponding moderate and high complexity machine learning techniques implementing adaptive spline 

regression and artificial neural networks respectively. The proposed method is found to be quite accurate with low 

complexity, allowing the method to be practically applicable in multiple scenarios. 

 

Keywords: 5G; estimation; attenuation models; machine learning; dynamic model; autoregression. 
 

1- Introduction 

The present era has seen rapid advancement in the field of 

wireless communication technology, with extremely high 

data rates allowing users access to high quality multimedia 

content as well as streaming media services. In particular, 

the advent of 5G technology presents hitherto-unseen 

possibilities in the domain of wireless communication 

services. In such a scenario, reliability and Quality-of-

Service (QoS) are two critical parameters that must be at 

acceptable levels to ensure user satisfaction. 

The viability of 5G wireless communications was 

established in a seminal paper presenting different facets 

of millimeter wave wireless communication technology 

[1]. Corresponding attenuation models for 5G wireless 

communication signals have been reviewed in literature in 

recent times [2][3]. Diverse 5G-based applications have 

been proposed and established, in domains as diverse as 

agriculture [2] and security [4]. In all cases, the 

establishment and use of accurate attenuation models are 

critical to the success of proposed schemes. Other recent 

research establishes the impact of rain on channel noise 

and signal attenuation [5][6]. The present paper reviews 

recent techniques and models employed for estimation of 

rain attenuation, with focus on machine learning based 

approaches. The major contributions of the paper are as 

follows. 

 Extensive review of recent literature documenting 

novel approaches to the problem of estimation of 

wireless communication (especially 5G) signal 

attenuation. 

 Identification of novel solutions based on 

machine learning (ML) approaches, to improve 

model accuracy. 

 Proposal of an adaptive autoregression-based 

estimation model to achieve suitably low root 

mean square error (RMSE) at low computational 

complexity, compared to other ML and non-ML-

based techniques. 

 Verification of effectiveness of proposed model 

through real-world experiments in low, moderate 

and high mobility scenarios. 

 

The rest of the paper is organized in the following manner. 

Section 2 presents a survey of recent literature in the 

domain of attenuation modelling and estimation of 

wireless communication signals, with significant emphasis 
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on machine learning based techniques employed. Section 3 

presents the inferences drawn from the previous section 

and offers a basic conception of dynamic modelling which 

can help in improvement of the accuracy of estimation. 

Section 4 concludes the paper. 

2- Literature Survey 

The possibility of widespread commercial wireless 

communication in the millimeter wave bands has been 

explored some years back in a seminal work [1]. The 

challenges faced by wireless networks (up to 4G networks) 

have been extensively highlighted here, as well as the 

corresponding benefits offered by millimeter wave 

networks [1]. Following this paper and others in the same 

vein, extensive examination of attenuation models for 5G 

wireless signals have been carried out in recent years, due 

to noise and attenuation being critical limiting factors in 

the efficacy of modern wireless communication networks 

[2]. 

2-1- Attenuation Models 

A number of established channel models have been 

examined in [2] in the context of their suitability for 

modelling the propagation of millimeter wave 

communication signals of a wide range of frequencies 

through free space. The authors in [2] have made 

extremely important contributions to the field by 

examining propagation of signals below 6 GHz as well as 

at 28 GHz and above, which are relevant for different 

classes of 5G communication networks. 5G D2D 

communications have been extensively surveyed in [3], 

and the benchmark measures for various aspects of such 

communication networks have been discussed here, 

inclusive of specific attenuation models for D2D networks. 

Heterogeneous access scenarios for 5G D2D networks 

have been examined in [4], with the models employed 

linking to the security aspects of such networks [4]. 

 

Rain attenuation is significant for millimeter wave signals, 

to the extent of around 7 dB per kilometer along the slant 

path in the 28 GHz band [2]. As a consequence, accurate 

estimation of the attenuation of communication signals 

affected by rain has been the focus of many researchers in 

recent times [5][6]. Terrestrial attenuation models in 

particular are specifically relevant for terrestrial 5G 

communication [5]. Rain statistics for K band (25.84 GHz) 

and E band (77.52 GHz) signals have been observed on a 

yearly basis to generate accurate estimates for short-range 

fixed links [6]. The work outlined in [6] allows for 

compensation of the wet antenna effect. The effect of rain 

is most pronounced in the tropical regions, as a 

consequence of which region-specific models are often 

used for achieving appreciable accuracy in such scenarios 

[7]. The effects of rainfall and knife-edge diffraction are 

examined in detail for fixed millimeter wave systems, in 

[8]. Attenuation models for multiple frequencies are often 

used in practical scenarios. However, in inclement weather 

conditions, such models may fail to generate accurate 

estimates and, in such cases, alternative means for 

generation of estimates can be considered [9]. Additionally, 

short-range terrestrial communication systems are affected 

by parameters such as the distance factor which affects the 

estimate of signal strength as well as overall link budget 

for both K (25 GHz) and E (75 GHz) bands [10]. In arid 

climates, dust storms may also severely hamper link 

capacity through random and anomalous diffraction of 

millimeter wave signals [11]. Recent researchers have also 

shown interest in the presently-unlicensed V band (60 

GHz) for 5G backhaul networks, spanning both Line-of-

Sight (LoS) and Non-LOS scenarios [12]. Significant 

variation in link performance is observed for both sub-6 

GHz as well as 26/28 GHz bands in tropical locations, due 

to extensive rainfall [13]. Attenuation models for both 

outdoor [14] as well as indoor locations have been 

explored by researchers in recent times [15]. Indoor 

environments present an array of challenges due to 

diffraction as well as absorption by organic and inorganic 

obstacles, especially human body-based absorption [15]. 

The effects are significant at 28 GHz, as observed in [15]. 

A recent approach has also explored dynamic modelling 

for an indoor millimeter wave link (28-30 GHz), with 

favourable results [16].  

 

Rain attenuation has also been studied by various 

researchers in recent years with the application of 

modified channel models such as the shadowed Rician 

fading model, which allows for accurate bit error rate 

(BER) and signal to noise ratio (SNR) estimation for 

satellite to land systems, and additionally identifies the 

effect of estimation error on the capacity of the satellite 

communication system under observation [17]. One recent 

significant work in the domain proposes a unified 

approach which allows for estimation of rain attenuation 

both on the slant or vertical path as well as the horizontal 

path [18]. Location specific attenuation models for slant 

path have also been proposed in [19] and [20], for specific 

tropical locations, which significantly outperform existing 

standard models such as ITU-R, Karasawa and DAH 

models, but may not be able to produce acceptably 

accurate results in other regions. Worst-month statistics 

are also a reflection of the accuracy of such models, and 

established models such as ITU-R have been found to 

come up short in regions with greater meteorological 

diversity, such as tropical locations [21]. In this context, 

one recent paper clearly delineates the characteristics of 

microwave and millimeter wave channels which allows 

the accurate characterization of such channels in a variety 

of environments [22]. Machine learning based approaches 
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have also emerged as important tools in this context, for 

different frequency bands [23][24]. 

 

Indoor attenuation models have also grown in importance 

from a commercial context during recent years. 

Consequently, researchers have sought to focus on multi-

frequency model (for 14 and 22 GHz) establishment in 

indoor environments [25]. The significant 28 GHz band 

has also been examined using LoS and NLoS models as 

well as using X-band signal [26]. Path loss models are 

critical to the successful implementation of 5G 

communication systems, and researchers in [27] have 

extensively examined the comparative performance of 

different path loss models in estimation of path loss for 

sub-6 GHz 5G networks, with emphasis on both indoor as 

well as outdoor urban and industrial environments. 

Though generalized models for macroenvironments have 

been proposed in context of 5G networks, indoor 

performance of such models can be significantly improved 

[28]. One recent work however has achieved excellent 

results in terms of elevation of RAN bottlenecks in indoor 

and outdoor environments [29]. Another interesting work 

has illustrated the effects of low-emissivity glass on 5G 

signal in indoor environments [30]. 

2-2- Machine Learning Based Approaches 

Among the different approaches employed by researchers 

to generate accurate attenuation predictions, machine 

learning techniques have increased in popularity. 

Supervised learning methods have been established to be 

effective in [5]. Such models are especially effective in 

scenarios where traditional models are unable to accurately 

predict signal attenuation [9]. Machine learning techniques 

can also be used in conjunction with different LoS and 

Non-LoS channel models to predict link performance in a 

wide range of network scenarios and mobility conditions 

[12][13]. They also allow integration of multiple factors, 

such as antenna geometry [14] and the generation of 

accurate estimates in dynamic network conditions with 

significant diffraction and attenuation [15][16]. Thus, such 

approaches can be effectively leveraged to increase the 

efficacy and robustness of a proposed attenuation model.  

 

Among different machine learning based approaches, low 

complexity techniques have gained in popularity due to 

their ease of use and integrability into communication 

infrastructures at low costs. For example, spline-based 

machine learning approaches have been found to achieve 

greater accuracy than other regression-based methods in 

estimation of rain attenuation [23][24]. Similar techniques 

have also been applied to predict LoS and NLoS path 

losses in indoor environments with suitably low 

complexity and low root mean square error (RMSE) [26]. 

Other supervised machine learning techniques have also 

been found to yield appreciable accuracy in outdoor 

environments [5][9] as well as indoors [15][16][27] for 

different network configurations and scenarios. The 

techniques outlined in [15] and [16] are especially 

important considering the fact that consistently accurate 

estimates have often been proved to be difficult to 

generate in dynamic indoor environments which often 

allow more complex propagation scenarios to exist 

compared to corresponding outdoor implementation 

environments. Unsurprisingly, therefore, most proposed 

techniques and models are found to perform better in one 

or a few types of scenarios and locations. Other popular 

methods include ray-tracing for establishment and testing 

of multi-frequency indoor and outdoor models [31]. Wall 

correction factor-based modelling has also borne fruitful 

results for researchers, since such structures may lead to 

diverse fading scenarios and can significantly affect the 

estimates generated by models not compensating for 

fading and signal attenuation events engendered by such 

indoor and outdoor structures [32]. However, outdoor 

models are vulnerable to inclement meteorological 

phenomena, but otherwise achieve higher network 

performance [33]. Another innovative approach uses 

machine learning algorithms to offset environmental losses 

through accurate tracking of received signal strength [34]. 

Another recent paper has looked at machine learning based 

beam quality estimation for improvement of SNR through 

the application of deep neural networks [35]. Attenuation 

map-based positioning systems have been presented in [36] 

with the help of a deep learning architecture. A low-

complexity pilot assignment algorithm presented in [37] 

allows the mitigation of channel state errors and noise for 

massive-MIMO systems. A graph-colouring based 

algorithm is presented for channel estimation in massive-

MIMO D2D underlay systems for optimal pilot 

assignment, for improvement of parameters such as SNR 

[38]. A deep learning-based channel estimation approach 

is also presented in [39], for generation of estimates from 

received omni-beam patterns, in the context of vehicular 

communication. Another relevant recent work presents an 

ensemble prediction system for nowcasting of attenuation 

data for highly accurate prediction of attenuation events 

such as heavy rainfall [40]. Other ML-based techniques 

have also proved to yield excellent results in diverse fields 

such as in the health monitoring of electrical systems, 

employing a combination of the Continuous Wavelet 

Transform (CWT) and Convolutional Neural Network 

(CNN)-based approaches [41]. Residual Neural Network 

(ResNet)-based approaches have also yielded accurate 

results in sleep-stage detection through examination of 

EEG signals, and such approaches are expected to be 

effective in time-series based prediction of signal 

attenuation [42]. A feature extraction methodology based 

on fractal analysis can also be effective for implementing 

feature extraction for a given time-series [43], which is 
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another approach towards a high-accuracy solution for 

prediction of signal attenuation. 

The survey of recent relevant literature indicates the 

presence of a significant research gap in terms of proposal 

of a suitable dynamic signal attenuation model for 5G 

communication with compensation for different 

meteorological events inclusive of rain, in different 

geographies around the world. The present work 

consequently stems from a need to address these issues in 

view of the great potential 5G communication possesses as 

well as the significant challenges posed to its effective 

implementation, which can be alleviated through the 

investigation of suitable models which can guarantee 

acceptably accurate performance in practical scenarios. 

3- Proposed Model 

On inspection of the recent research in the establishment 

of attenuation models for 5G millimeter wave 

communication signals, two major challenges are found to 

emerge. First, the attenuation of a 5G signal varies 

significantly due to meteorological phenomena such as 

rain, as well as the micro-environment of the network (for 

example, diffraction due to sand storms in arid regions). 

Second, attenuation models for indoor and outdoor 

environments are found to vary to a significant extent, and 

lack dynamicity to a certain degree. 

 

In such a scenario, the application of suitable machine 

learning techniques allows for design and establishment of 

dynamic models which can adapt to changes in the 

network conditions and can therefore generate estimates 

with greater accuracy than typically used attenuation 

models. It is also to be kept in mind that adaptive machine 

learning based model are more robust in the face of 

significant meteorological variations, further increasing 

the usefulness of such models in the present context. As a 

consequence, a dynamic machine learning based model 

which accounts for both LoS and NLoS signal propagation 

would seem to be ideal in the given scenario. 

The present work therefore proposes an autoregression-

based machine learning model for generation of 

attenuation estimates which can be applied for real-time as 

well as non-real-time time series data. The basic system 

model is illustrated in the following Figure 1. 

 

 

Fig. 1  N-Step Autoregression Estimator 

 

The autoregression model generates regression estimates 

based on the previous N values of the signal attenuation 

and adjusts the weight of the values based on the 

estimation error. The estimation results are presented in 

the following section. The corresponding relations for 

autoregression estimation are expressed in equation 1 

which follows, with F being the autoregression function, Y 

being the estimated output, X being the independent 

attenuation variable, C being the associated coefficient 

weight, and t being the instant of time. 

 

                       ∑   
         

 
                             (1) 

 

The corresponding path loss attenuation model applied for 

simulation of the scenario is the standard 3GPP urban 

microenvironment model [2] with attenuation X being 

dependent on distance d as well as constants α, β and γ, as 

shown in equation 2. 

  

                                                             (2) 

4- Results and Conclusions 

Five different types of ML based autoregression 

estimation techniques are used to generate attenuation 

estimates in this study. The techniques are: forward-

backward technique, least-squares estimation, Yule-walker 

technique, Burg’s Method and Geometric Lattice 

Technique. The individual results are obtained for 

statistical samples generated over 1000 test runs each, for 

polynomials of order 4, 6 and 8 respectively. The 

corresponding results are presented in Figures 2 to 6, 

which follow. 

 
(a) 
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(b) 

 
(c) 

Fig. 2  Forward-Backward Method: (a) 4th order polynomial (b) 6th 

order polynomial (c) 8th order polynomial 

 

 
(a) 

 
(b) 

 
(c) 

Fig. 3  Least-Squares Method: (a) 4th order polynomial (b) 6th order 
polynomial (c) 8th order polynomial 

 
(a) 

 
(b) 

 
(c) 

Fig. 4  Yule-Walker Method: (a) 4th order polynomial (b) 6th order 
polynomial (c) 8th order polynomial 
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(a) 

 
(b) 

 
(c) 

Fig. 5  Burg’s Method: (a) 4th order polynomial (b) 6th order 
polynomial (c) 8th order polynomial 

 
(a) 

 
(b) 

 
(c) 

Fig. 6  Geometric Lattice Method: (a) 4th order polynomial (b) 6th 

order polynomial (c) 8th order polynomial 

The RMSE or root mean square error metric is used to 

evaluate the accuracy of the estimated attenuation values 

in this work. The various techniques are therefore 

compared according to both the error as well as the RMSE 

metrics in the present work. The RMSE is measured due to 

the fact that the metric is statistically more significant than 

the mean error in terms of representation of the dataset, 

since it is less prone to bias than mean error metric. The 

corresponding values for each technique are presented in 

Table 1. 

 
Table 1. Comparison of RMSE 

Technique 
RMSE for Polynomial Order 

4 6 8 

Forward-

Backward 
0.7758 1.2751 10.2541 

Least-Squares 2.0739 20.9429 1.2008 

Yule-Walker 1.8334 1.5183 0.5932 

Burg’s 

Method 
12.4825 1.2436 2.1097 

Geometric 

Lattice 
2.8168 2.6201 39.9316 
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From Table 1, it is seen that even though the Forward-

Backward or Burg methods may sometimes generate 

marginally more accurate estimates, they are prone to 

fluctuation of accuracy with polynomial order. The Yule-

Walker method is optimal in the sense that it generates 

agreeably correct estimates even for higher order 

polynomial models and does not suddenly decrease in 

accuracy for any of the polynomials. The comparative 

RMSE performance of all techniques is shown in the 

following Figure 7, which validates the abovementioned 

inference. 

 

 

Fig. 7  Comparative RMSE Performance of Techniques 

The autoregression-based machine learning technique is 

compared to corresponding artificial neural network 

(ANN) based method [39] and adaptive spline regression-

based method [25]. The RMSE metric is used to compare 

between the three methods. The corresponding Table 2 

presents the comparative results observed. 

 
Table 2. Comparison of Autoregression, ANN and Adaptive Spline 

Regression Methods 

Technique RMSE Complexity 

Autoregression 0.5932 Low 

ANN 0.0713 High 

Adaptive Spline 

Regression 
0.9811 Moderate 

 

The complexity of the proposed method can be estimated 

in the following manner. Assuming the application of the 

Yule-Walker method, the power spectral density of the 

time series is repeatedly computed and adjusted using a 

small set of k samples (among a possible N samples). 

Assuming the worst-case convergence of the technique, 

that is, after N cycles, the worst-case time complexity of 

the proposed technique is O(kN) << O(N
2
), and 

considering the small set of samples k examined to 

generate estimates at each step, k<<N, which allows the 

worst-case complexity of the technique to be estimated as 

O(N). This complexity is significantly lesser than the 

O(N
2
) complexity of the adaptive spline technique and the 

O(N
r
) for r>2 complexity of the ANN method.  

 

The comparative results show that the autoregression 

based technique achieves suitably low RMSE at low 

complexity, compared to the other techniques, allowing 

this proposed technique to be easily implementable in 

practical scenarios. Another important fact that must be 

kept in mind is that the RMSE is not extremely low, which 

indicates that the model does not suffer from significant 

overfitting error, which in turn allows the proposed model 

to be more dynamic. 

 

Next, the proposed technique is compared to the ANN and 

adaptive spline-based methods for different mobility 

scenarios, ranging from 1 m/sec (low mobility) to 30 

m/sec (high mobility), with respect to the same RMSE 

parameter. In all cases, the transmitters are considered to 

be fixed while the devices receiving the signal are made 

mobile. The experiments are repeated to generate 1000 

sets of results, which are then averaged to generate the 

results, for each of the techniques. The results achieved by 

the three techniques compared in the present work are 

illustrated in the following Table 3. 

 
Table 3. Comparison of Autoregression, ANN and Adaptive Spline 

Regression Estimates for different Mobility Scenarios 

Technique RMSE Mobility 

Autoregression 0.61 Low (1m/sec) 

ANN 0.09 Low (1m/sec) 

Adaptive Spline 

Regression 
0.93 Low (1m/sec) 

Autoregression 0.69 Moderate (15m/sec) 

ANN 0.11 Moderate (15m/sec) 

Adaptive Spline 

Regression 
1.31 Moderate (15m/sec) 

Autoregression 0.89 High (30m/sec) 

ANN 0.23 High (30m/sec) 

Adaptive Spline 

Regression 
1.75 High (30m/sec) 

   

The comparative results are illustrated graphically in the 

following Figure 8. 
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Fig. 8  Comparative RMSE Performance of Techniques in different 
Mobility Scenarios 

From the results obtained through experiments and 

illustrated in Figure 8, a continuous increase of RMSE is 

observed for each of the three compared techniques, which 

is expected due to the fading conditions expected in the 

different mobility scenarios. However, the proposed 

technique, which maintains an RMSE value much lower 

than the adaptive spline method, has the slowest change in 

RMSE among the three methods, which indicates its 

stability in a dynamically changing mobility scenario. 

Such a stability may be attributed to the comparatively 

low-complexity approach that the proposed 

autoregression-based method takes in comparison to the 

other two techniques. The experimental results achieved 

consequently show that the proposed autoregression-based 

technique achieves acceptable performance in practical 

scenarios, which is a basic requirement that must be met 

for the model to be able to generate accurate estimates in 

significantly dynamic environments. Additionally, a neural 

network-based technique can also be used in conjunction 

with the proposed method in order to reduce the RMSE 

while restricting the overall complexity of such a hybrid 

technique to moderate levels. On the other hand, if 

reduction of complexity is a more significant issue for a 

particular implementation scenario, a linear spline 

regression method can be used in conjunction with the 

proposed autoregression technique to allow for low-

complexity model design without significant loss in model 

accuracy.  

5- Conclusions 

On inspection of the recent research in the establishment 

of attenuation models for 5G millimeter wave 

communication signals, two major challenges are found to 

emerge. First, the attenuation of a 5G signal varies 

significantly due to meteorological phenomena such as 

rain, as well as the micro-environment of the network (for 

example, diffraction due to sand storms in arid regions). 

Second, attenuation models for indoor and outdoor 

environments are found to vary to a significant extent, and 

lack dynamicity to a certain degree. In such a scenario, the 

application of suitable machine learning techniques allows 

for design and establishment of dynamic models which 

can adapt to changes in the network conditions and can 

therefore generate estimates with greater accuracy than 

typically used attenuation models. It is also to be kept in 

mind that adaptive machine learning based model are more 

robust in the face of significant meteorological variations, 

further increasing the usefulness of such models in the 

present context. As a consequence, a dynamic machine 

learning based model which accounts for both LoS and 

NLoS signal propagation can be designed, as shown in this 

work, allowing optimization of RMSE of predictions at 

suitably low complexity, which in turn ensures that such a 

solution can be cheaply and easily implemented in 

practical scenarios for estimation of signal attenuation for 

4G and 5G networks.  
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Abstract  
Fake information, better known as hoaxes, is often found on social media. Currently, social media is not only used to 

make friends or socialize with friends online, but some use it to spread hate speech and false information. Hoaxes are very 

dangerous in social life, especially in countries with large populations and ethnically diverse cultures, such as Indonesia. 

Although there have been many studies on detecting false information, the accuracy and efficiency still need to be 

improved. To help prevent the spread of these hoaxes, we built a model to identify false information in Indonesian using an 

ensemble classifier that combines the n-gram method, term frequency-inverse document frequency, and passive-aggressive 

classifier method. The evaluation process was carried out using 5000 samples from Twitter social media accounts in this 

study. The testing process is carried out using four schemes by dividing the dataset into training and test data based on the 

ratios of 90:10, 80:20, 70:30, and 60:40. The inspection results show that our software can accurately detect hoaxes at 

91.8%. We also found an increase in the accuracy and precision of hoax detection testing using the proposed method 

compared to several previous studies. The results show that our proposed method can be developed and used in detecting 

hoaxes in Indonesian on various social media platforms. 

 

 

 

Keywords: Hoax; Identification; Bahasa Indonesia; N-Gram; TF-IDF; Passive-Aggressive Classifier. 
 

1- Introduction 

With the development of technology, all kinds of 

information can be accessed very easily using various 

devices connected to the internet. One of the most widely 

accessed media by the public using the internet is social 

media initially, social media was created to communicate 

greetings between friends in cyberspace, but in its 

development now, social media is used to spread hate 

speech and fake information or hoax. Data from the 

Ministry of Communication and Information (KOMINFO) 

of the Republic of Indonesia shows about 800,000 Hoax 

Spreading Sites in Indonesia. The Ministry of 

Communication and Information's preventions include 

blocking sites that spread hoaxes and conducting 

socializations about hoax news and its dangers both in 

print media, television media, online media, and social 

media. Social media has a positive or negative impact. 

Among the positive effects is an increase in public literacy 

regarding certain conditions, cases, or events, for example, 

Covid-19. From social media, we can also find out public 

sentiment towards certain figures, data from Twitter, 

namely tweets of public opinion, there is a figure that can 

be used as data for sentiment analysis, now there is a lot of 

data on social media that can be used to find out public or 

customer sentiment towards certain products for example, 

and many more applications of data from social media. We 

have conducted a sentiment analysis of the 2019 

Indonesian presidential election in previous research using 

machine learning algorithms. [1]. The results of our study 

can be used as an illustration of the sentiments of the 

Indonesian people towards the 2019 Indonesian 

presidential candidate, especially the Twitter social media 

user community.  
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Another positive impact of the development of 

information technology is that we can feel more and more, 

processes that used to be mostly done offline or offline 

means to meet and meet face-to-face, with technological 

developments that are very rapid and fast, one by one the 

processes that used to be offline are now being carried out 

online, one of which is the teaching and learning process, 

which we have experienced together for the past two 

years, the whole world is at war with Covid-19, where one 

way to stop the spread of the virus is by not having direct 

contact with Covid-19 patients, meaning by not meeting 

each other and meeting face to face. It will reduce the risk 

of contracting Covid-19. Therefore, the teaching and 

learning process is one of the sectors affected by the call to 

reduce face-to-face contact. In the past two years, almost 

all learning and sharing of knowledge worldwide have 

been carried out online [2]–[6] with the development of 

information technology. These processes that used to be 

offline can now still be done online, although there are still 

many shortcomings and weaknesses. Information 

technology products in teaching and learning, for example, 

e-learning, learning media with animated images, audio 

and video, educational games, and video conferencing. 

However, the development of information technology also 

has a negative impact on the community if they are less 

able to sort and select information. Because in cyberspace 

or the internet, people can be anyone, use a mask of 

goodness or a mask of evil, or even use both masks 

simultaneously. Therefore, various types of information 

can spread quickly through the internet from these 

irresponsible anonymous, false, or hoax information is 

widely spread on the internet, especially on social media 

such as Twitter, Facebook, and Instagram, because these 

social media do not go through review process by editors 

or experts. This is what causes fake information or hoaxes 

to be accepted by the public quickly without filters that 

can damage the unity and integrity of the nation [7]–[9]. 

Fake information packaged well and with convincing 

language becomes as if it is true is known as a hoax. 

During the COVID-19 pandemic, for almost two years, we 

have received information about the virus, especially 

COVID-19; the information circulating there is true and 

good, but not a few are also misleading and spread 

throughout the world [10]–[12], misleading information 

This causes anxiety and fear in the Indonesian people in 

particular and the world community in general. 

Currently, the spread of false information or hoaxes in 

Indonesia is increasingly widespread, and many are being 

spread every minute. Hoaxes are usually widely spread in 

every significant event in Indonesia, from the campaign 

for the Indonesian presidential election to natural events 

being used as material for false information by those who 

are not responsible. Indonesia is a country with a diverse 

population and ethnicity with the large number of people 

and customs. The spread of hoax information can damage 

the unity and integrity of the nation [13]–[16]. Therefore, 

serious efforts are needed from all parties, especially the 

authorities, namely the government, to overcome the 

spread of hoaxes in the community. Prevention carried out 

by the Ministry of Communication and Information 

(KOMINFO) includes blocking sites that spread hoaxes 

and socializing about hoax news and its dangers in print 

media, television media, online media, and social media 

[16]. Researchers in the field of information technology, 

especially artificial intelligence, have tried to apply 

various methods to accurately detect hoax information that 

is massively spread on social media. Other researchers, 

such as Hasan, et al., developed an artificial neural 

network-based method for diagnosing potential centrifugal 

pump failures [17] and classifying the sleep state of a 

human being [18]. In addition, Hasan et al. also developed 

a new approach to the method of segmentation-based 

texture fractal analysis (SFTA), which is reported to have 

better accuracy than conventional SFTA [19]. Some of the 

methods that researchers widely use are unigram, bigram 

and include n-grams, for the most accurate method is the 

N-gram method; the way these method works is to 

tokenize sentences according to length N, so researchers 

determine how long N is in n-grams to get most accurate 

accuracy [20]–[22]. The weighting method most widely 

used by artificial intelligence researchers, especially 

natural language processing (NLP) in sentence extraction, 

is the term frequency-inverse document frequency (TF-

IDF). The TF-IDF process calculates the frequency of 

occurrence of a word in a sentence and then compares it 

with the inverse of the data. The TF-IDF process also 

calculates how often a word is in a sentence; the more 

often the word appears, the smaller the weight value, 

meaning that the word is unimportant in a sentence, 

usually like conjunction (and, which, in, will, with, etc.) 

[22]–[25], and Passive aggressive algorithms are large-

scale learning algorithms that are widely used in big data 

applications. They do not need the speed of learning like 

Perception. However, they have regularization parameters, 

unlike Perception. this algorithm is excellent for detecting 

fake information or on social media sites like Twitter and 

WhatsApp, wherein new social media data is added every 

second. [26]–[28]. Although there has been a lot of 

research in the field of artificial intelligence, especially 

regarding the detection of false information or hoaxes, 

there is still a need to research hoax detection to continue 

to improve the accuracy and effectiveness of hoax 

detection as an effort to reduce and prevent the spread of 

hoaxes in the community. In this study, we built a model 

to identify false information in Indonesian using an 

ensemble classifier which is a combination of the n-gram 

method, term frequency-inverse document frequency, and 

passive-aggressive classifier method. This is aimed to 

obtain the best accuracy and precision of the hoax 

detection among the proposed methods. 
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2- Methods 

The first stage in this research is data collection. The data 

used in this study are tweets from both personal accounts 

and online news accounts with a total of 5000 tweet data 

taken using several keywords from several topics. Tweet 

data was collected from July to August 2021. The format 

for data collection uses labels as shown in Table 1. 

 

 

Table 1: Label format used in data collection. 

Feature Description 

Topic/theme Topic or theme of tweet data 

Keyword Keyword used to search the data 

Tweet text Tweet text from search results 

Image 
URL of the image included in the 

tweet (if any) 

URL Tweet URL 

Label Labels on tweet data (valid or hoax) 

 

 

The processes of identifying hoaxes are carried out using 

several trusted references. Figure 1 shows the procedures 

or steps taken in the identification of hoaxes used in this 

study. 

 

 

 

 

 

The stages in this research are as follows: 

1. Several processes were carried out during the 

preprocessing stage to simplify and optimize the data 

processing. Some of the processes implemented 

include removing URLs, the # and @ symbols, 

punctuation marks, stop word lists, emojis, and 

numbers and changing the text into lowercase. 

 

 

Table 2: Data preprocessing. 

Stage Tweet data 

Original tweet 

Buat para ortu yg sdh mantu atau mau 

punya cucu atau ada ponakan2: "Vaksin 

Penyebab Autis" Buat para Pasangan... 

http://fb.me/6NaAYEKv4 

After preprocessing 

buat para ortu yg sdh mantu atau mau 

punya cucu atau ada ponakan2 vaksin 

penyebab autis buat para pasangan 

 

2. The tokenization in this study uses n-gram, a model 

often applied in document processing. N-gram 

tokenizes sentences of length N [20]. The result of n-

grams will be calculated using TF-IDF. In this study, 

sentence tokenization was applied using n-grams, and 

the number of features produced is shown in Table 3. 

 
Table 3. The number of features resulting from n-gram tokenization. 

N-gram type Feature count 

Unigram 4366 

Bigram 11643 

Trigram 12524 

Unigram + bigram 16009 

Bigram+ trigram 24167 

Unigram + bigram + 

trigram 
28533 

 

 

 

 

 

3. The next stage, TF-IDF, describes the importance of a 

word in a sentence or document. This process 

calculates the frequency of occurrence of a word and 

compares it with the inverse of the data [21]. This 

calculation allows an assessment of the role of a word 

in a sentence or document. 

4. The stage before testing was splitting the data into 

training and testing. After the dataset was divided into 

training and testing data, the training data were trained 

Fig. 1. Flowchart for hoax identification procedure using a combination of 

TF-IDF, n-gram, and passive aggressive classifier methods. 
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using a passive-aggressive classifier included in the 

category of online learning algorithms applied to 

machine learning. The passive-aggressive algorithms 

are a class of large-scale learning algorithms. They do 

not need a learning rate like Perception. They do, 

however, have a regularization parameter, unlike the 

Perception [28]. Furthermore, data testing was used for 

the prediction models. The testing process was 

conducted using four different schemes by dividing the 

dataset into training and testing data based on a ratio of 

90:10, 80:20, 70:30, and 60:40, after referred to as 

splits 1, 2, 3, and 4, respectively. 

5. The evaluation stage in this study uses the accuracy, 

precision, and recall from the experiments conducted. 

 
Table 4. Confusion matrix. 

Prediction 
Positive actual 

(1) 

Negative actual 

(0) 

Positive prediction True-positive (TF) False-positive (FP) 

Negative prediction 
False-negative 

(FN) 

True-negative 

(TN) 

 

The process results were evaluated using the confusion 

matrix shown in Table 4. The test scenario is carried out 

using the n-gram feature (bigram, unigram, trigram, 

unigram + trigram, bigram + trigram, unigram + trigram) 

with various comparisons of the training and testing data. 

The testing process was carried out using four different 

schemes by dividing the dataset into training and testing 

data based on a ratio of 90:10, 80:20, 70:30, and 60:40, 

referred to as split 1, 2, 3, and 4, respectively. 

 

2-1- N-Gram 

N-gram (adjacent n-gram) is a series of n characters or 

words extracted from a text. Usually, the n-grams that are 

often used are bigrams and trigrams, with the values of n 

being 2 and 3, respectively; N-grams are also called N-

character chunks taken from a string [18]. 

Basically, the n-gram model is a probabilistic model 

designed by mathematicians from Russia in the early 20th 

century and later developed to predict the next item in a 

sequence of items. According to the application, items can 

be letters/characters, words, or others. One of them, the 

word-based n-gram model, is used to predict the next word 

in certain word order. In the sense that an n-gram is just a 

collection of words with each word having a length of n 

words. For example, an n-gram of size 1 is called a 

unigram; size 2 as ―bigram‖; size 3 as "trigram", and so on. 

In character generation, N-grams consist of n-character-

long substrings of a string; in another definition, n-grams 

are n-character chunks of a string. This n-gram method 

takes n character pieces from a word that is continuously 

read from the source text to the end of the document. 

For example the word "HOAX" can be broken down into 

the following n-grams: 

unigram: H, O, A, X 

bigram: HO, OA, AX 

trigram: HOA, OAX and so on. 

While in word generation, the n-gram method is used to 

take n-word pieces from a series of words (sentences, 

paragraphs, readings) which are read continuously from 

the source text to the end of the document. 

 

2-2- TF-IDF (Term Frequency Inverse Document 

Frequency) 

TF-IDF functions to convert text data into vectors by 

paying attention to whether a word is informative enough 

or not. TF-IDF makes words that appear frequently have a 

value that tends to be small, while words that occur rarely 

will have a value that tends to be large. Words that often 

appear are also called stopwords and are usually 

considered less important because they are only 

conjunction (at, will, with, etc.) [19]. 

TF-IDF stands for Term Frequency — Inverse Document 

Frequency. TF-IDF is a combination of 2 processes: Term 

Frequency (TF) and Inverse Document Frequency (IDF). 

 

1. Term Frequency (TF) 

Term Frequency (TF) counts the number of times a word 

appears in a document as shown in Eq. (1). Because the 

length of each document can be different [20], generally, 

the TF value is divided by the length of the document (the 

total number of words in the document). 

 

 
 

Description 

tf = frequency of occurrence of words in a document 

 

2. Inverse Document Frequency (IDF) 

After successfully calculating the Term Frequency value, 

we calculate using Eq. (2) the Inverse Document 

Frequency (IDF) value, which is a value to measure how 

important a word is [21]. The smaller the IDF value, the 

less important the word will be, and vice versa. IDF will 

assess words that often appear as less important words 

based on how they appear throughout the document. 

 

 
 

After we have TF and IDF, next we can calculate the value 

of TF-IDF which is the product of TF and IDF using Eq. 

(3). 

 

(1) 

(2) 
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2-3- Passive Aggressive Classifier 

Passive-aggressive algorithms include machine learning 

algorithms that are popularly used in big data applications 

[23]. 

The Passive-Aggressive Algorithm, which is usually used 

for large-scale learning, is also one of the online learning 

algorithms. In online machine learning algorithms, the 

input data come sequentially, and the machine learning 

model is updated sequentially, in contrast to conventional 

learning, where the entire training dataset is used at once. 

This algorithm is advantageous in situations where there is 

a large amount of data, and it is computationally 

impossible to train the entire data set due to the sheer size 

of the data [22]. 

The Passive-Aggressive Algorithm is slightly like the 

Perceptron model because it does not require a learning 

speed. However, they do include a regularization 

parameter. 

 

 

 
 

Fig. 2. Illustration Passive-Aggressive online learning 

 

 

3- Results and Discussion  

This research begins with the retrieval of data from 

Twitter. The data used in this study are tweets from 

personal accounts, group accounts, organizational 

accounts, and online news accounts, with a total of 5000 

tweet data taken using several keywords from several 

topics. Tweet data were collected from July to August 

2021. The following process is tokenization, which is the 

splitting of sentences into one token for each word. After 

being tokenized, each word is then given a weight using 

the TF-IDF word weighting method. Then enter the hoax 

news classification process or not with the Passive-

Aggressive Classifier method; before entering the research 

dataset, testing is separated between hoax information and 

valid information, then the percentages obtained at the 

respective levels are 41% and 59%, for comparison. Next, 

the test data and training data are divided into 70% 

training data and 20% test data respectively from the 

dataset. The last stage of the research process is evaluating 

the prediction results, calculated using the accuracy model, 

namely the Confusion matrix. 

In Table 5, the results of the hoax identification test are 

presented using several variations of the n-gram model for 

several combinations of the distribution of training data 

and test data, namely split 1, 2, 3, and 4 as previously 

defined split 1 = 90:10, split 2 = 80:20, split 3 = 70:30, and 

split 4 60:40. The trial application of the method used is to 

multiply the features using n-grams and divide the dataset 

by several division combinations. The comparison of the 

hoax information identification test results can be seen in 

Table 5. 

 

 
Table 5: Comparison of the results of the hoax identification test. 

N-gram model 

Accuracy (%) 

Split 1 Split 2 Split 3 
Split 

4 

Unigram 90.98 91.39 90.41 87.68 

Bigram 91.80 89.75 87.12 85.63 

Trigram 81.97 79.51 80.55 80.49 

Unigram + bigram 90.16 91.80 90.41 88.91 

Bigram + trigram 89.34 89.75 87.12 84.80 

Unigram + bigram 

+ trigram 
88.52 90.57 90.41 89.12 

 

 

From Table 5, the highest accuracy value of all 

experiments is when the data split is split 1 with the 

bigram method. For the results of split 1, the bigram 

method is obtained with the highest accuracy value of 

91.80%. The highest accuracy was obtained because in 

slip 1 the distribution of the training data was much larger 

than the test data, with a ratio of 90:10. The more training 

data, the easier the model is built to recognize the test data. 

As for split 2 data, the best accuracy is obtained by using a 

combination of unigram + bigram with an accuracy value 

of 91.8%. In testing the split 3 scheme, three models with 

n-gram tokenization received the same accuracy of 

90.41%, namely unigram, unigram + bigram, and unigram 

+ bigram + trigram. The maximum accuracy obtained in 

the split 4 data combination is lower than the maximum 

accuracy in the three previous data combinations. This is 

due to the lack of training data used in split 4, which is 

60%. 

Based on Table 5, we can see that the highest accuracy is 

obtained when using split 1 data division, which is 90:10 

with the bigram model; the accuracy value reaches 91.80% 

for the test results on split 2 data with the unigram + 

bigram model the accuracy reaches 91.80%. After a series 

(3) 
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of trials, it was found that the words that had the most 

significant TF-IDF value of 10 from the bigram and 

unigram + bigram models, the results were dominated by 

words or sentences that asked readers to spread the news. 

 

 

 

 

 

From Figure 2, the more complex the n-gram used, the 

more features it has. However, from the several tests 

carried out, it can be seen that the results of the tests 

carried out on data split 1 show that the number of bigram 

features is still less than the number of features from 

unigram + bigram + trigram; it can be concluded that the 

number of features is not positively correlated with the 

accuracy obtained. It can also be seen in Figure 2 that 

trigrams which have more features than bigrams, get much 

lower accuracy. 

 

 
Table 6. Words or word pairs that appear most often in hoaxes occurring 

in Bahasa Indonesia 

Unigram Bigram 
Unigram + 

Bigram 

'ortu' 'bocah' 

'sungguh' 'miris' 

'share' 'jiwa' 'kisah' 

'ikut' 'mungkin' 

'group' 

'di share' 'share ke' 

'ortu bocah' 'group 

ortu' 'ke group' 

'hati miris' 

'bisa di' 'bocah ini' 

'akun facebook' 

'dari sebuah' 

['ke group' 'ortu 

bocah' 'di share' 

'share ke' 'group 

ortu' 'bocah ini' 

'ini datang' 

'mungkin bisa' 

'miris ini' 'sebuah 

akun'] 

 

 

Table 6 shows the words or word pairs that often appear in 

the Indonesian hoaxes used in this study. The highest 

accuracy in this study was when testing using the bigram 

method combined with 90% training data distribution and 

10% testing data from the dataset. This study's bigram 

tokenization method produces the highest accuracy 

because bigram tokenization splits sentences into two-

word tokens. In this research data, most hoax information 

emerges from two-word pairs. 

 

 

 
Table 7: Comparison between the performance of our method and those 

of other studies 
Method Accuracy Precision Recall f-measure 

This 

research 
91.8 93.6 90.7 92.1 

Zaman, et 

al. [29] 
87.0 91.0 100.0 95.0 

Pratiwi, et 

al. [30] 
78.6 67.1 89.4 76.4 

 

Zaman et al. [29] used the naive Bayes algorithm and user 

feedback to detect hoaxes, using the best ratio of training 

to test data, i.e., 70:30. Pratiwi et al. [30] used random 

repetition three times by applying the PHP-ml library and 

obtained the highest accuracy of 78.6%, with 70% training 

data and 30% testing data. A comparison of our 

classification performance with that of other studies is 

presented in Table 7. From the data shown in the table, it 

can be seen that there is an increase in the accuracy and 

precision of hoax detection testing with the proposed 

method in comparison to the two previous studies. This 

shows that our proposed method has the potential to be 

further developed and used in the detection of hoaxes in 

Bahasa Indonesia on various social media platforms. 

 

 

Fig. 2: Accuracy and feature count of hoax identification test results 

on several variations of n-gram on split 1 data combination. 
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4- Conclusions 

Based on the results of this study, the model building can 

be used to identify hoaxes in Indonesia. The highest 

accuracy in this study was 91.8%, which was obtained 

when using a combination of tokenization bigrams with a 

split ratio of 1 and unigram + bigram with a split ratio of 2. 

The lowest accuracy of 79.51% was obtained when using a 

combination of trigram tokenization with a split ratio of 2. 

We also found that an increase in accuracy and precision 

of hoax detection testing can be achieved using the 

proposed method in comparison to other previous 

approaches.  
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Abstract  
The Agnosia is a neurological condition that leads to an inability to name, recognize, and extract meaning from the visual, 

auditory, and sensory environment, despite the fact that the receptor organ is perfect. Visual agnosia is the most common 

type of this disorder. People with agnosia have trouble communicating between the mind and the brain. As a result, they 

cannot understand the images seen. In this paper, a model is proposed that is based on the visual pathway so that it first 

receives the visual stimulus and then, after understanding, the object is identified. In this paper, a model based on the visual 

pathway is proposed and using intelligent Fuzzy Cognitive Map will help improve image processing in the minds of these 

patients. First, the proposed model that is inspired by the visual perception pathway, is designed. Then, appropriate 

attributes that include the texture and color of the images are extracted and the concept of the seen image is perceived using 

Fuzzy Cognitive Mapping, the meaning recognition and the relationships between objects. This model reduces the difficulty 

of perceiving and recognizing objects in patients with visual agnosia. The results show that the proposed model, with 98.1% 

accuracy, shows better performance than other methods. 

 

 

 

Keywords: Visual agnosia; Fuzzy Cognitive Mapping; Visual model; Mind. 
 

1- Introduction 

Agnosia refers to neurological conditions that results in an 

inability to know, name, recognize, and meaning extract 

from the visual, auditory, and sensory environment. This 

disorder causes the loss of ability to receive information 

through one of the senses, despite the fact that the receptor 

organ is perfect. [1, 2] Discrete brain lesions can lead to 

various forms of agnosia that may include any sense of 

error in individuals. There are several types of agnosia, 

including: 

1-Auditory agnosia is the inability to recognize objects by 

sound (such as a phone ring). 2- Finger agnosia, which 

leads to impaired naming and recognition of the fingers of 

oneself and others and often follows damage to the parietal 

lobe. 3- Agnosia of a special category, in which people are 

not able to name living things but can say the names of 

objects (or vice versa). In this agnosia, the disorder in the 

right temporal lobe, which is specific to the perception of 

living things, and the left lobe for the perception of 

inanimate objects is the cause of this problem. 4- Semantic 

agnosia, in which people are so-called "blind object". They 

use the non-visual sensory system to recognize objects. 

For example, sensing, smelling an object is one of the 

things through which people can understand the meaning 

and concept of the object. 5- In color agnosia, people have 

difficulty recognizing and recognizing color but are able to 

understand and distinguish colors. 6- Alexei agnosia is the 

inability to recognize texts. 7- Tactile agnosia is related to 

the sense of touch, that is, the touch of objects. People 

have difficulty recognizing objects by touch based on their 

size, weight and texture. 8- In temporal agnosia, one has 

difficulty in understanding the sequence, duration and 

duration of events. 9- Music agnosia is a kind of agnosia in 

the field of music. This disorder causes a lack of 

recognition of musical notes, rhythm and intervals and an 

inability to understand music. Other forms of agnosia 

involve very specific and complex processes in one sense. 

It is questionable to describe why people can identify one 

type of object and fail to identify and define another. [1] 

Visual agnosia is the most common type of this disorder. 

Visual agnosia or disorder in object recognition is a 

condition in which the patient is not able to recognize 

objects visually and pictorially. Although the role and 
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function of the sense of sight is completely normal, means 

objects are observed, but the person is not able to percept 

their meaning, and cannot identify the object. [3] 

In 1890, Heinrich Leicher argued that there were two 

conditions in which object recognition disorder could 

occur. They included if the damage would occur to the 

primary perceptual processing or if there would be a 

disorder in displaying the real object. If it was related to 

the display of the real object, it would not allow the object 

to be stored in visual memory, so the person would not be 

able to recognize the object. Leicher also proposed a visual 

recognition model that was presented at two distinct levels: 

A. A perception, which expresses the function of 

perceptual processing of the stimulus (defect in perceptual 

processing). 

B. Associative, which means perception with previous 

experiences. 

Agnosia is caused by damage to the parietal lobe, temporal 

lobe, or occipital lobe of the brain. These areas store used 

and important memories of familiar objects, perspectives, 

sounds, and memory integration with perception and 

recognition. So, after damage to any of the lobes, 

symptoms will be revealed as follows: 

 Parietal lobe: This type of damage is usually caused by 

a brain stroke. Indivisuals have trouble recognizing a 

familiar object (such as a key or pin). However, when they 

look at an object, they can recognize and identify it. 

The occipital lobe: In this injury, people cannot 

recognize objects such as a spoon or pencil even if they 

can see them. This disorder is called visual agnosia. They 

may not even recognize familiar faces. 

Temporal lobe: This damage can also cause auditory 

agnosia in which a person cannot hear sounds, as well as 

visual agnosia. [4, 5] 

Diagnosis of agnosia requires careful examination of a 

person's mental state and cognitive abilities. In addition, 

the physician must carefully assess the individual's ability 

to perceive visual stimuli or other stimuli. In the case of 

visual agnosia, this process involves evaluating, measuring 

and testing a person's Field Of View(FOV), color 

perception, image, reading skill, face recognition, drawing 

and recognizing real objects and drawing lines. [6] 

This disease could be diagnosed by brain imaging (such as 

Computed Tomography or Magnetic Resonance Imaging 

with or without angiographic protocol) or neurological and 

electroencephalographic tests, and treatment could be 

started as soon as possible. [6] 

Andrea Serino et al. described the diagnosis of perceptual 

agnosia as a case report in their study. In perceptual 

agnosia, due to the nature of the injury factors, there will 

be primary visual impairment. Most injuries are due to 

lack of oxygen or carbon monoxide poisoning or heart 

attack, which often causes extensive neurological 

disorders. The report was about a patient with bilateral 

cortical injury in which the patient first suffered from 

cortical blindness and after improving, symptoms of 

perceptual agnosia were observed. The patient's low 

spatial intelligence prevented him from recognizing the 

unique attributes of visual stimuli. [7] 

In a case study, Erickson et al. examined severe visual 

agnosia in a child with an electrophysiological pattern of 

output in the occipito-temporal regions. The child with 

sporadic seizure had an inability to recognize objects 

without visual impairment. After analyzing the maps, left 

occipito-temporal disorder was diagnosed and signs of 

perceptual agnosia were observed. [8, 9] 

Barton et al. studied patients who had difficulty at object 

recognition (people with visual agnosia) and showed their 

differences from healthy individuals by considering the 

direction of their eye movement when looking at the 

image. Their interpretation was that eye movements could 

be modeled as a selection of highlighted points, indicating 

that agnosic individuals have an increasing reliance on 

visual highlighted parts such as brightness and contrast. In 

addition, it states that patients' different perceptual 

problems may be highlighted by selecting the weights of 

the various attributes involved in a map. Finally, they 

stated that highlights are not always a good predictor of 

agnosia diagnosis. [9] 

Many computational models have been proposed to 

recognize mental structures. Moren and Balkenius 

presented a computational model for describing the 

structures of the brain that are involved in attention and 

perception. This model could help the mentally patients 

such as visual agnosia. The perception pathway of visual 

sensory inputs could be interpreted based on the structure 

of this model. [10-12] In the Moren and Balkenius model, 

a computational model of emotional learning in amygdala 

is introduced because the amygdala frequently intervenes 

in emotional reactions, learning and stimulators of new 

emotional symptoms, and forms an important part of the 

learning engine as well as attention. [13- 15] 

The computational model of image perception is an 

engineering model that could be divided into three parts: 

1-Primary Vision 2- Intermediate Vision and 3- High 

Level Vision. In the primary visual layer, a perception of 

the image regularities, including image texture, edge, slope, 

or symmetry, is performed. In intermediate vision layer, 

there are attempts at image analysis to divide the image 

into objects that are mostly namable. The output of the 

intermediate vision layer is a set of attributes that are 

extracted from the original image. These should contain 

data about the main structure of the body and be as 

constant as possible for different samples of a 

classification, as well as differing from each other for 

different classifications. [10, 11] In the high visual layer, 

the result of the previous stage is entered as a set of 

quantitative attributes that represent the object in a specific 

way. After reducing the amount of data about each object, 
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while the main and important data is preserved, the correct 

classification of data is done. [13] 

Recently, a class of computational models, termed deep 

convolutional neural networks (DCNNs), inspired by the 

hierarchical architectures of ventral visual streams 

demonstrated striking similarities with the cascade of 

processing stages in the human visual system. [16-18] 

Seijdel et al. Used Deep Convolutional Neural Networks 

as ‗artificial animal models for detection of patient with 

object agnosia. They indicated that DCNNs with ‗lesions‘ 

in higher order layers showed similar response patterns, 

with decreased relative performance for manmade scenes 

and natural. [19] 

There is practically no direct treatment for patients with 

agnosia. Speech therapy or occupational therapy may help 

to compensate for the illness. In engineering sciences, an 

attempt has been made to take a step towards intelligent 

diagnosis and treatment of the disorder by mind modeling 

of these patients. The perceptual model attempts to 

provide individuals‘ perception in order to help patients 

with difficulty in perception based on these models. [11, 

20, 21] According to the agnostic people have difficulty in 

understanding, a model based on it should be used. 

Previous research has not paid attention to perception in 

these people and very little computational model research 

has been done on agnosia, so here with a tool like FCM 

that works well in perception, this problem will be solved. 

So, using the advantages of Moren‘s computational model 

and combining it with vision perception pathway, would 

be solve the problem of image processing in these patients. 

In this model, Fuzzy Cognitive Mapping (FCM) is used 

for perception because in FCM, objects and processes are 

related to values and are modeling methods of complex 

systems whose origin corresponds to fuzzy logic and 

neural networks. 

This paper is organized in such a way that after the 

introduction, in the second part, the materials and 

proposed method are presented. In the third part, the 

results will be analyzed and in the fourth part, conclusions 

will be expressed. 

2- Materials and Method 

The purpose of the present study is to improve the image 

processing in the minds of people with visual agnosia by 

the mind modeling using the modified Moren model and 

Fuzzy Cognitive Mapping (FCM). In fact, in this paper, 

according to the image perception pathway and 

considering the problematic part of agnosic individuals, 

the problem of not processing images properly in the 

brains and minds of these patients is addressed. In normal 

individuals, after observing an image, the image 

information in the visual pathway begins to rise from 

different regions of the visual cortex of the brain, and this 

phenomenon is what is known as direct data processing in 

the brain. Neuronal activities in the visual cortex of the 

brain begins to rise from the lower regions to the higher 

regions to reach the stage of image perception. Because 

patients with agnosia cannot recognize the objects‘ 

meaning and attributes, then, the current study uses FCM 

to compensate this deficiency for image perception in the 

proposed model.  

First, the database images are selected and the appropriate 

attributes are extracted. Then, based on the model 

proposed, the read images are perceived and recognized. 

The proposed model is designed based on the vision 

pathway and image perception in normal people. So, after 

explaining the vision pathway and object recognition in 

normal people, the proposed model and its details will be 

discussed. 

 

2-1- Object Recognition in Normal Individuals 

In all individuals, there are 3 stages of information 

processing for object recognition: 

Stage 1: Receiving visual stimulus; stage 2: object 

perception; stage 3: object recognition. [22] After 

receiving the stimulus, our thoughts visualize all the 

information, in other words, the information is displayed 

in the form of an image, and then people relate this image 

to what they knew in the past and perceive its meaning. 

Humans are able to recognize many objects around them 

without any problem, although these objects might be in 

different positions and with different viewing angles as 

well as different sizes. Even the human is able to 

recognize objects when he does not see parts of them or 

another object is in the pathway of his sight. Although this 

is very simple and practical for humans and mammals, it is 

in itself a very difficult and complex computational 

process. [23] 

The cerebral cortex is made up of neural cells that make up 

the outer layer of the brain. It controls complicated 

activities such as memory, learning, problem solving, 

planning, sight, hearing, and movement. The cerebral 

cortex is divided into two hemispheres, each of which is 

divided into four areas: the temporal, the frontal, the 

parietal, and the occipital. The occipital part is located at 

the back and processes visual information. 

The visual cortex is divided into different areas. V1 

(Primary Visual Cortex) and V2 (Secondary Visual Cortex) 

are the largest areas and the area of each is about 1100 to 

1200 mm. The information received from the retina is 

located through the LGN from the thalamus to the V1 in 

two separate pathways and is processed independently. 

Object recognition pathway (ventral branch):  The 

function of this pathway is to recognize the objects‘ 

attributes (color, shape, etc.) and it is located in pathways 

of V1, V2, V4, AIT and PIT. In the ventral stream, what is 
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visualized is the output of what can be consciously seen 

and described. This stream creates a mental interpretation 

of the world around us. Color, relative size, texture and 

shape are all processed in this area. When people observe 

an object, a mental representation of that object is created, 

and this representation changes at least semi-permanently 

to what is referred to as memory. [23] 

 

Object location Recognition Pathway (Dorsal Branch):  
The function of this pathway is to recognize the spatial 

characteristics of the scene (direction of movement, etc.) 

and it is located in the pathways of V1, V2, V3, MT and 

MST. Dorsal stream processes the visual input, so it is 

often referred to as the visual motor. Unlike the ventral, 

the dorsal stream does not form the permanent memories, 

but provides a continuous update of the recorded 

information for two seconds. [23] Figure (1) shows the 

different areas of the cerebral visual cortex. 

 

 

 

Fig. 1  Different areas of the cerebral visual cortex  

The pathway of image perception in ordinary people 

contains several areas with extensive connections, each of 

which is responsible for processing part of the raw 

information collected by the eye. [24] 

 

The Main Visual Pathways:  In mapping the visual 

pathway, Mishkin stated that striate visual areas could be 

well separated not only anatomically but also functionally 

[25] including the Tectopulvinar pathway (system for 

visual motor control), the subcortical pathway including sc 

and pulv processes of some aspects of unconscious 

perception, and the Geniculostriate pathway (a system for 

visual perception). Figure (2) shows the cognitive structure 

of the visual pathways. 

 

 

Fig. 2  The cognitive structure of the visual pathways 

If the temporal lobe is damaged, these roles will also be 

impaired. Patients with right or left temporal lobe injuries 

have difficulty distinguishing and recognizing images, and 

even skills related to the formation of geometric shapes. 

Patients with right or left temporal lobe injuries have some 

difficulties reminding and recognizing objects and 

remembering their location. Visual information processing 

in the V4 region is integrated with stored memory patterns. 

Damage to this pathway can lead to visual agnosia. [25] 

2-2- The Proposed Model  

The proposed model has been designed based on the 

human visual model from observation to image perception. 

Due to the lack of perception of images in these patients, 

the perception problem in the present model has been 

solved with FCM. The structure of the proposed model is 

shown in Figure (3). 
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 Fig. 3  The structure of the proposed model 

As mentioned above, the proposed model, is based on the 

visual pathway from observing image to perception in the 

brain. The image is first read as input. The input image in 

the Tectopulvinar module will be pre-processed (noise 

cancellation, resolution improvement, etc.). In the 

posterior and abdominal branch modules, image features 

are extracted and entered into the Geniculostriate module 

for image perception. If the image is not perceived, the 

feedback r helps the system to be trained in perception 

again. Each of the components of the proposed model will 

be described below. 

 

Feature Extraction:  After selecting the images, the 

attributes have to be extracted. Here, those faetures with 

the most important role in separating image pattern 

classifications are extracted. The features used are 

described below. 

Texture: GLCM are used to extract attribute from tissue. 

The features obtained in this way are contrast, entropy, 

energy and homogeneity. 

A. Contrast: Contrast measures textures, using the 

following formula [26]. 

 

(1)    
2

,
i j

C i j C i j 
 

 

B. Energy: Energy measures the textural uniformity of 

images and uses the following formula. [27] 

 

(2)  2 ,
i j

E C i j
 

 

C. Entropy: Entropy measures the degree of irregularity 

using the following formula. [27] 

 

(3)     , log ,
i j

H C i j C i j
 

 

D. Homogeneity: Homogeneity measures the elements‘ 

distribution and uses the following formula. 

 

(4) 
 ,

1i j

C i j
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i j
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

 
 

Color torque: Color torques in which the recognition of 

color distribution in an image is measured in the same way 

as the unique central torques describe a probability 

distribution. Color torques are mainly used for color 

indexing purposes as attributes in image retrieval functions 

to compare the similarity of two images based on the color. 

[28] 

A. Median: The median, which is the first color torque, 

could be interpreted as the average color in the image and 

calculated from the following equation. 

 

1

1N

i j
E Pij

N


 

(5) 

 

Where N is the number of pixels in the image and Pij is 

the i-th pixel value of the image in the i-th color channel. 

B. Standard deviation: The second color torque is the 

standard deviation, which is obtained by considering the 

second root of the color distribution variance. 

 

(6) 
 
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Where Ei is the median value, or the first color torque for 

the i-th color channel of the image. 

C. Skewness: The third color torque is skewness. It 

measures how the color is distributed and then gives 

information about the shape of the color distribution. 

Skewness can be calculated from the following equation. 

 

(7)  
3

3
1

1 N

i ij ij
s p E

N 

 
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 
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D. Color indexing: The Color torque could be used to 

compare how two images are similar. This is a relatively 

new approach to color indexing. Color indexing is the 

main function of color torque. Images can be indexed and 

the index will include the calculation of color torque. 

Therefore, if you have an image and want to find similar 

images in the database, the color torques of the image in 

question are calculated. The following function will then 
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be used to calculate the similarity score between the image 

in question and the database images. [29] 

 

(8) 
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Fuzzy Cognitive Mapping Design (FCM):  FCM is a 

soft computational method for modeling systems and is 

extensively used for complex systems analysis and 

decision making. FCM is a directed graph to represent 

causal relationships between multiple concepts and has 

been widely applied in various fields to support decision 

making and task classification. Fuzzy cognitive mapping is 

a method of presenting efficient knowledge and reasoning 

that is based on human experience and knowledge and 

includes experts‘ opinions about a mental reality and 

requires data entry and training. 

Useful attributes of FCMs such as simplicity, supporting 

inconsistent knowledge, the field of cause and effect 

relationship for modeling knowledge and conclusion, as 

well as learning capability, make them applicable to many 

different scientific fields of knowledge modeling, 

forecasting and decision making. In fact, FCM describes 

specific fields using nodes, concepts (variables, states, 

inputs, and outputs), causal relationships, and signed fuzzy 

relationships between them that could be positive or 

negative. Learning methods are used to train FCMs, which 

include updating the weights of causal relationships. Fuzzy 

Cognitive Mapping (FCM) is interpreted as follows. [26] 

If FCM is the number of N nodes Ci, the value of each 

node in each iteration is computed as follows. 

(9)  1

1

nt t t

i i j jij
A F A A w


 

 

 

Where Ai
t
 is the value of the concept Ci at time t + 1, Aj

t
 

the value of the concept Ci at time t, Wji corresponds to 

the fuzzy weight between the two nodes and F is the 

threshold function that converts the product to a number in 

the interval [0-1]. The function used in the present study is 

the logistic function given in the following equation. 

 

(10)  
1

1
F x

e 


  
 

Each node is a fuzzy set that could be excited from 0 to 

100%. FCM connects objects and processes to values. The 

FCM modeling method is consistent with fuzzy logic and 

neural networks that grow in feedback. First an FCM is 

early valuated, then the activation level of each node takes 

a certain value of the system and different concepts are 

free in interaction. Activating one node affects the other 

nodes to which it is connected. This continues until the 

system reaches a constant equilibrium point or a finite 

cycle or a turbulent behavior. [30] 

3- Discussion and Results 

The test uses a 500 k Corel database that includes five 

classifications: Africa, beach, buildings, buses and 

dinosaurs. After calling the images, the features extracted 

from the images and the training is performed. In the test 

stage, the type and classification of the images will be 

recognized. To determine the efficiency of the proposed 

model, the criteria of accuracy, precision, recall and 

F1measure have been used. The following formulas show 

how to calculate them. 
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(14) 

Where Fn is unrecalled related images, Tp recalled related 

images, Tn unrecalled unrelated images and Fp recalled 

unrelated images. Table (1) shows the comparison of the 

accuracy value of the proposed method with SVM and 

neural network methods in the number of different images. 

 

 

 

Table 1: Comparing the accuracy of recognizing different types of images 

with the number of different images in the proposed model and other 
methods  

Number 

of 

Images 

100 200 300 400 500 

Proposed 

Method 

(FCM) 

82% 85.30% 86.90% 94.2% 98.1% 

SVM 
 

67% 69.4% 73.1% 86.3% 91.4% 

Neural 

Network 

(MLP) 

42% 58.2% 63.5% 78% 81.4% 
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As it could be seen, the proposed model performs better 

for more images, and with 98.1% accuracy has succeeded 

in recognizing objects while SVM, with 91.4% and neural 

network with 81.4% accuracy have recognized.  Figure (5) 

shows the comparison of the performance of proposed 

model with other methods based on the accuracy, 

precision, recall and F1 measure. 

 

 

Fig.4.  comparison of the performance of proposed model with other 

methods 
As it is clear in the above diagram, the proposed method 

has performed better. Figure (6) shows the comparison of 

the performance of proposed model with the Moren mind, 

Balkenius model and CNNs. 

 

 

 
Fig.5:  comparison of the performance of proposed model with 

other methods 

As can be seen in the above diagram, the proposed model 

performed better than the other two methods. The accuracy 

of the proposed model was also compared with the Moren, 

Balkenius model and CNNs in different number of images 

and have been reported in Table (2). 

 

 

 

Table 2: Comparing the accuracy of recognizing different types of images 
with the number of different images in the proposed model, BEL and 

Moren  

Evaluation 

Criteria 100 200 300 400 500 

Proposed 

Method 84.1% 87.30% 89.30% 94.6% 98.1% 

BEL 

Model 65.1% 67.4% 76.2% 86.9% 92.2% 

Moren 

Model 44.1% 59.2% 68.2% 780.1% 83.3% 

CNNs 81.9% 82.6% 87.3% 92.1% 92.1% 

 

 

As it could be seen, the proposed model has been able to 

have higher accuracy than other mind models due to the 

use of fuzzy logic. 

 

4- Conclusions and Future Work 

In this paper, a model was proposed to solve the problem 

of recognizing objects in patients with visual agnosia. In 

the proposed model, the human visual system was inspired 

by the structure of the visual cortex of the brain. In this 

model using FCM, intelligently helped to improve the 

perception of images in the minds of these patients. 

Perception was performed by recognizing the meaning and 

relationships between the objects in the seen image using 

extracting the features of contrast, energy, entropy, 

heterogeneity, color torque, median and standard deviation 

from the images. The proposed model reduced the 

difficulty of perceiving and recognizing objects in patients 

with visual agnosia. The accuracy criterion was compared 

in the proposed model with other models and it was 

revealed that the proposed model with 98.1% had a higher 

accuracy compared to SVM and neural network methods. 

In the future, the accuracy of the proposed computational 

model can be improved with the help of new artificial 
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intelligence and image processing tools. For example, 

adding the capabilities of deep and convolutional neural 

networks to the current computational model can modify 

the performance of this model. In addition, other options 

can be added such as early diagnosing the disease using 

electroencephalography data. The proposed model is a 

simulation of a system that can help people with visual 

agnosia to understand and recognize images. In the second 

and practical phase of this model, a tool should be 

developed to help these people to identify the images. 
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Abstract  
All service and manufacturing businesses are resilient and strive for a more efficient and better end in today's world. Data 

mining is data-driven and necessitates significant data to analyze the pattern and train the model. Assume the data is 

incorrect and was not collected from reliable sources, causing the analysis to be skewed. We introduce a procedure in which 

the dataset is split into test and training datasets with a specific ratio to overcome this challenge. Process mining will find 

the traces of actions to streamline the process and aid data mining in producing a more efficient result. The most 

responsible domain is the healthcare industry. In this study, we used the activity data from the hospital and applied process 

mining algorithms such as alpha miner and fuzzy miner. Process mining is used to check for conformity in the event log 

and do performance analysis, and a pattern of accuracy is exhibited. Finally, we used process mining techniques to show 

the deviation flow and fix the process flow. This study showed that there was a variation in the flow by employing alpha 

and fuzzy miners in the hospital.  

 

 

Keywords: Alpha Miner; Event log; Fuzzy Miner; Hospital Process; Process Mining. 
 

1- Introduction 

In hospital systems, the activities are more volatile and 

dynamic and affect the efficiency and productivity that are 

the keys to survival and flourishing in the industry. 

Business Process Management (BPM) [1] is the basic 

foundation that efficiently produces the process, which 

will lead to more minor failures. BPM is an effective 

method to solve the emotional problems much early in the 

process activities. The root cause analysis [2] is the best 

technique to overcome the problem and improve process 

performance and efficiency. It gives visibility, 

accountability, and scalability in solving the operational 

issues and problems in the production or process.  

Nowadays, many industries and enterprises are using 

business process management to construct their technique 

and improve the operations in process-centric flow, by 

extension, their efficacy in their field. Process Mining is 

the central part of the business process management 

approach. It will extract the input from the event logs 

collected from the hospital front desk and construct the 

process flow using this event log. The event log contains 

all traces of the activities in each flow. The process model 

is derived from the event log, and further, the model is 

used to analyze the different categories of the process. 

Process mining will streamline the related subsequent 

activities to help the process successfully and reduce the 

overhead of the process.  

Process Mining [3] is the technique that explores all the 

activities in the process and trains the process model based 

on the dataset activities executed using the process mining 

algorithms. It shows the patterns bringing transparent 

results and delivers the graph with time constraints based 

on factual evidence and insights from the event log. These 

are automated process mining algorithms that can produce 

better and more accurate results when compared with the 

manual data mining of the process. It is being 

implemented as how the process ought to train a model.  

The majority of the research in the literature is focused on 

organizational process mining. Medical treatment 
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processes refer to the clinical activities that are responsible 

for the care of patients. In contrast, administrative 

functions refer to the total activities carried out within an 

organization to ensure that successful medical treatment 

procedures are implemented. 

On the other side, there is another set of underlying issues 

in the healthcare system that is mainly invisible and 

overlooked. The lack of consistent healthcare systems 

across the country is mostly to blame for these intangible 

issues. There is no defined technique to track and control 

the patient journey process, to put it another way. A 

patient's journey refers to the entire treatment process, 

which begins with a consultation with a doctor and ends 

when the patient has received all necessary therapy, and 

the case is considered finished. Because many patients are 

treated in specialized units creating a different process 

model for each care unit. 

The use of process mining in a typical patient treatment 

procedure in a hospital is demonstrated in this study. We 

provide a viable solution to tackle most of the visible 

problems in the healthcare sector by solving the invisible 

problems utilizing process mining tools and techniques in 

this work. We used different algorithms to check the 

conformance of the process. The algorithm shows the 

more deviation that will find the time taking activity in the 

entire process. 

2- Literature Review 

Process mining is the best technique to find patterns [4] 

from the automatic extraction of the process models, 

which the process can implement to analyze the process. It 

is also used to define the conformance checking [5] with 

the business flow and identify the next level improvements. 

Business process analysis follows the below perspectives: 

1. Data flow: Discover the data flow in the process 

and produce the pattern based on the data analysis. 

2. Process flow: Discover the activities in the 

process and discover the model for the process; 

based on this, the process model is enhanced. 

We are implementing the process flow in the hospital 

domain for the above insights with ProM Tool [6]. The 

information gained from the hospital is changed to the 

required format of process mining and then derives the 

conformance checking in emergency activities [7].  

Van Der Aalst et al. [8] used the event log activities in the 

workflow process in water and road maintenance in the 

Netherlands to find the accuracy and measure the 

performance of the process from the organizational and 

case perspectives. The author significantly impacted the 

performance in terms of all views. He analyzed the 

outcome of the process in specific benchmarks of the 

domain variance. By using these activities, the author 

found abnormal behaviors.  

R. Tripathy et al. [9] used a fuzzy C-Mean algorithm to 

identify the process's prediction. The root cause analysis is 

demonstrated and incorporated with the practical level. 

Process mining is used to enhance the process and rerun 

the flow to correct the process flow. The survey [10] 

showed that unplanned disruptions and uncertain changes 

would affect the performance of the process. Uncertainty 

of the changes will always affect the resource and 

operational issues in the industry.  

All traces of activities in the process must be validated and 

identified based on the aspects of data evaluation [11]. The 

results are interpreted, and an assessment of the outcomes 

is deployed to furnish the following enhancement and 

future investigations.  

The management lacks visibility in a few areas, such as 

process accuracy, quality, and resource utilization. The 

mining process will visualize the patterns with deviations 

which shows the data visualization as well as aiding 

exploration and automation [12]. The result provides the 

visualization of the process, and enhancement [13] will be 

carried out using these deviations to improve the process 

to the next level. 

Petri net [14]  is the graphical description of the activity 

flow and process flow structures, showing the 

dependencies between the activities [15]. The alpha 

algorithm proposed extends the process mining to the 

invisible tasks using the classification algorithm [16] in the 

hospital and completes the process.  

Md Junayed Hasan et al. [17] explained the time-

frequency imaging technique using machine learning 

classifications. It focused on the image's time frame and 

did the analysis.  By evaluating the electroencephalogram 

(EEG) [18], data of polysomnography (PSG) recorded for 

three regions of the human brain, namely the prefrontal, 

central, and occipital lobes, a classification framework for 

automatic sleep stage recognition in both male and female 

human subjects was developed. The residual neural 

network (ResNet) architecture is used to automatically 

learn the characteristic features of different sleep stages 

from the raw EEG data's power spectral density (PSD) 

without using any artifact removal techniques. ResNet's 

residual block uses EEG data to learn the fundamental 

properties of various sleep stages while avoiding the 

vanishing gradient problem. 

To obtain more accurate results, an optimum multilevel 

thresholding hybrid method is combined with Genetic 

Algorithm (GA) [19] and Particle Swarm Optimization 

(PSO), named HGAPSO, with an optimization strategy for 

classification based on grey level range. Process mining is 

another technique which works before all of the above 

machine learning methods. 
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3- Proposed System 

The proposed system is a process mining tool to identify 

the event log from the hospital data, and change the event 

log into a structured format. The process mining tool will 

create the model based on the automated algorithms, and 

the base model will iterate with the event log and produce 

the different patterns, which will guide us to find the 

deviation in the process. Fig.1 shows the framework of our 

proposed model in process mining. The conformity 

checking is reviewed using the algorithms, and the process 

enhancement is concluded with the development of 

discovery model. 

 

 

Fig. 1 Framework of proposed process mining 

4- Process Mining Algorithms 

4-1- Alpha Miner 

An event log [20] consists of multiple traces. A trace [21]  

is a sequence of activity names abstracted from other 

attributes in the order of events.  

The sample event log is: 

 

                                    (1) 

 

Eq. (1) gives the sample event log that explains the 

sequence of activities in the single trace T1. It is the order 

of series and number of times executed in the activity 

trace. The activities are a, b, c, and d in different patterns 

means the order of a, b, c, and d are executed three times, 

and a, c, b, and d are executed two times, and a, e and d 

executed one time. The primary purpose of the process 

mining is to retrieve good possible paths, for instance, that 

produce Petri net [22]. The Petri net starts the Activity 

with a, followed by b, c, and ends with activity d. Fig. 2 

shows the Petri net of the above activity trace T1. 

Similarly, our hospital data set will evaluate the entire 

traces and analyze the pattern. The system is enhanced 

using the model-based result to refine the new model. 

a

b

e

c

d

 
 

Fig. 2 Petri net for Trace T1 

Fig. 2 explains the detailed Petri net of the trace T1. The 

graph starts with Activity a and ends with d activity. Based 

on the traces, the dependency [23] matrix is evaluated, and 

the order of the relation is calculated based on the 

dependency matrix.   

Rule 1 (Predicting the followed Activity): In the T1 trace, 

the flow of activities has to be traced based on the 

sequence order. 

Rule 2 (Predicting entire Traces): In T1, the whole 

activities are followed until the end of the process, and the 

model is predicted based on all the activities.  

Once the transition structure is obtained, the Concurrent 

Transition Sequence (CTS) is completed. Then the sub-

trace log is analyzed for the entire flow, which helps find 

the trace's significance in the whole hospital dataset—the 

Petri net result in the reduced structure of input and output 

functions in the concurrent system.  

In the below example, Trace T2 has a few activity flows 

ranges t1 to t7. From this, the sub trace is identified using 

the conditions below. 

For example, T2 = {< t1, t2, t3, t4, t6, t7 >, < t1, t2, t4, t3, 

t6, t7 >, < t1, t2, t5, t6, t7 >}, and N2 is a Petri net model 

with a concurrent structure. We have CTS= {t3, t4, t5}, 

σ1|CTS =< t3, t4 >, σ2|CTS =< t4, t3 >, σ3|CTS = < t5 

>, and the sub-trace log is Tsub = {< t3, t4 >, < t4, t3 >, < 

t5 >}. 

4-2- Fuzzy Miner 

The Fuzzy Miner [24] is different from other algorithms 

since it will not produce a graph like the Petri net and 

causal net [25]. The Fuzzy Miner can work on the 

dynamic structure. The Fuzzy Miner is applicable for 

semi-structured data in the extensive database. The 

problem with process graphs is that we cannot differentiate 

between choice and parallelism. The complex and 

uncertain activities will happen in the actual time process. 

The unstructured process [26] is complicated to find the 

flow. The traditional process cannot support the 

unstructured process in outpatient discovery [27]. The 

model discovered in a fuzzy miner is a highly complex net, 
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and it is called a spaghetti diagram [28]. A fuzzy algorithm 

is a road map of metaphor. 

When less structured activities are available in the dataset, 

it describes the view in high-level undesired details.   

Activities based on the hospital department involved in the 

treatment and timestamps [29] connected to entering and 

exiting the event. 

Activity in the event log has precedence [30] connection to 

the department and a timestamp.  

 

Precedence Diagram:  Let W = (E, I, A, C, t, i, a, c) be an 

event log and S = (N, L) and SPD. We say that Sc = (W, S, 

la, ln) is a connected SPD, where la: A→P (N)\∅ and ln: 

NP (A)\∅, such that for all a ∈ A and n ∈ N holds that n ∈ 

la (a) ≡ a ∈ ln (n). 

 

These precedence relations will provide the bonding 

between the activities identified as a significant role in the 

traces. The precedence matrix illustrates the value based 

on the connectivity of the activities.  

The main goal of the fuzzy miner algorithm is to cluster 

the activities that are in the same sequence. These 

activities are further divided into multiple observations to 

sense the trace. The main idea behind fuzzy clustering is to 

find the similarity metrics of the activities. We can choose 

the number of clusters in the fuzzy miner algorithm to 

maximize the similarity and minimize the complexity. 

5- Experimental Setup 

5-1- Dataset 

We collected the 1000 Traces dataset [31] from the 

hospital. In the treatment of patients, each trace will have a 

variety of actions. Within the traces, the activities are 

denoted by the letters tXX. The XX values are assigned to 

each hospital department. We displayed a few department 

numbers in Table 1.  

Table 1. Example Activities from the Event log 

 

Sl. No. Trace number Department name 

1 t21 X-Ray 
2 t26 Scan 
3 t31 Blood test 
4 t41 Consultation 
5 t51 Nurse care 

 

The related departments are considered based on the 

patient’s treatment. The activities flow will be different, 

and the trace is illustrated according to their treatment.  

 

 

Fig. 3 Example trace in the Event log 

XES (eXtensible Event Stream) [28], applicable in the 

ProM tool. The event log's XML (eXentisible Markup 

Language) format is displayed in Fig.3, including all the 

traces of events. There are 1000 traces in the event log 

converted in the XML format. Then this format is changed 

[29-32].  

 

 

Fig. 4 Event Dashboard 

The dashboard of the activities is shown in Fig. 4. The 

dataset has 1000 cases and 15995 actions. After noise 

removal from the dataset, this is the XES file that will be 

ready to send as input to the process mining. The events 

are consolidated as a trace in the next step in the mining. 

The dataset has split 70:30 ratio for train and test the 

model. The dataset is divided into categories based on how 

the actions occur. The data is organized into traces, 

thought of as activity splits. With deviating traces and 

typical traces, the trace split has occurred.  
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Fig. 5 Activity traces 

Fig. 5 displays the activity traces. XML file is the input of 

the ProM tool then the tool changes the input file to XES 

format. This stream of activities is called traces which is 

shown in Fig.4. Hereafter, these traces are the input of the 

process mining algorithms. All 1000 traces are 

implemented and ready to apply as input in the algorithms. 

The green color lines are high-frequency events, and the 

yellow color lines are low-frequency events. All these 

events are connected and considered a single trace for a 

patent treatment flow. For example, in trace 1, 15 events 

have three low-frequency events. These low-frequency 

events have approximately 45 to 55 percent. The 

remaining other activities are 85 to 99 percentage 

frequency values.  

Trace alignment can be represented as a matrix T= 

{activity i, j} Minimum number of traces <=i, j >= 

maximum number of traces. The possible traces can be 

satisfied in the above relation to form a trace alignment. If 

there are any gaps between the activities, they can be 

identified using Σ′ a∪ {−}. The symbol represents the 

gaps between the activities that do not connect with other 

activities.  

In this paper, the trace alignment is taken, combining all 

cases in the hospital data using a sequence trace approach. 

We can use the multiple activities in the event log to 

diagnose the sequence alignment of all activities. 

Numerous sequence traces are combined and produce a 

final trace diagram, as shown in Fig. 6. There are 1000 

traces formed according to the sequences. We found one 

series with four traces of similar flow of lines in activities. 

Likewise, there are two sequences of 3 traces and three of 

2 traces found in the sequence flow. The remaining traces 

occurred in one sequence flow. There are significant 

categories also mentioned in the traces. It is proposed to 

use this approach to find the deviations and understand the 

traces.  

 

Fig. 6 Traces of Hospital data 

In Fig. 7, we drilled down the first sequence flow with 

four traces. The same activity flow happened four times in 

the hospital sequence. Fig.7 shows the four activity 

sequences in the consequent order of activities. Likewise, 

the traces are designed based on a series of activities. In 

Fig. 7, the second trace has three similar activity flows. It 

shows the movements in a trace diagram that can help 

quickly understand all the flows in the hospital system.  

 

Fig. 7 Selected first trace  

5-2- Pattern Evaluation 

Fuzzy miner process mining: Conformance checking 

techniques can quantify the different deviations. For each 

deviation, the "process model may be wrong," or the 

"event log (i.e., real data) may be wrong.‖In the context of 
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compliance and auditing, deviations are often considered 

undesirable. The term "normative model" refers to 

negative deviations. However, there are many possibilities 

of non-conforming activities in the traces, i.e., not 

affecting the performance of the process, called positive 

deviants or successful exceptions.  

The term "positive deviance" refers to the uncommon 

process, but successful behaviors can be considered in the 

process diagram. Irregularities in processes are sometimes 

needed (like breaking glass to pull a fire alarm). Also, in 

hospitals, doctors save lives daily by deviating from the 

medical guidelines. However, flexibility does not imply 

that it is not valuable to investigate deviations and learn 

from them, e.g., to change procedures or enforce controls. 

 

Fuzzy miner in hospital dataset:  
In Fig. 8, event log traces are applied to the fuzzy miner 

algorithm that shows the flow of each Activity in the 

traces. The dark and bold line shows massive activity flow 

in the entire system, and the lighter color line shows less 

activity flow in the hospital. The more chances of 

bottleneck will be possible in the high activity movement 

path in the process.  

This simplified process model shows the darker nodes 

representing the cluster of less significant activities. Every 

node in the diagram is rendered with a dependency matrix 

value. For example, node t51 shows a value of 0.503, 

representing this trace comprises 50% of the total traces 

connected with this node t51. When the flow comes to t54, 

the value of t54 is 0.523. Then the flow is split into two 

different traces like t66 and t65. The total value of 0.523 is 

divided into two different values that are 0.268 for t66 and 

0.254 for t65. 

 

 

Fig. 8 Fuzzy miner for Hospital dataset 

Fig. 8 shows a causal net flow diagram in the simplified 

process model. Bright square nodes represent significant 

activities, and the darker nodes are the primary node 

where all others are connecting through from this node. It 

is identified as a high significance node in the causal net 

diagram. All the nodes are denoted clearly with the name 

and probability of occurrences in the flow. The cluster 

node is more responsible for connecting all other nodes 

marked in a darker line. The edges are also labeled with 

proper correlation values and differentiated with color 

notation. When we click on the nodes, it will show the 

importance of the nodes, and we can visualize the 

connectivity between nodes.  

Fuzzy miner is one of the algorithms to animate the 

process using the event log with various representations. 

The event log is the primary key point to generating an 

animation. If this is the case, the spirit will produce the 

results connecting with the other attribute relations. The 

features are more dynamic in the hospital dataset, which 

relies on the various changes and challenges in the 

resultant diagram. 
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Cluster in Fuzzy Miner:  

Fig. 9 displays the most significant clusters in the 

hospital dataset. Node t11 is the starting node, and t91 is 

the ending node. In between, there are two clusters 

formed due to the lack of resources in the hospital. 

Cluster_27 was created for five element traces, and 

cluster_28 was developed for 13 element traces. It is an 

essential cluster to consider in critical resources in the 

hospital dataset. The process mining displays the 

timestamp deviation across the complete sequence of 

actions. Many patients have gathered around nodes 27 

and 28, and they must wait for their acts. It could be due 

to a shortage of resources to attend the activity or a poor 

resource working culture. That is why the cluster forms 

between those two nodes. These two nodes require extra 

attention from management. 

 

 

Fig. 9 Cluster of Fuzzy miner for Hospital dataset 

Alpha Miner Process Mining:  

Finally, Petri net diagram is drawn using the alpha miner 

algorithm shown in Fig.7. In Alpha miner, the event 

traces are connected using XOR and AND connectors. 

The possible flow of activities connects according to the 

flow of patient's treatment. Trace starting node with the 

patient registration at the front desk in the hospital and 

ending activity may differ based on the treatment.  

In Fig.10, the basic structures are created with XOR and 

AND that use split and join conditions to generate a loop 

structure called a spaghetti graph in the Petri net. The 

connectivity with the activities is synchronized with non-

exclusive conditions connected. The workflow of Petri 

net represents the business flow with the alpha algorithm.   

Petri net is a network that was initially considered static. 

Then the changes happened dynamically during the 

transition. But in the Petri net, all activities are 

considered tokens. So the reply tries to make the place 

changes in the node structure. We will try to replay the 

transition to eliminate deviation in the process. Circles in 

the diagram represent the places, and the squares 

represent the transitions. In this diagram, Activity is the 

base attribute. All features are designed according to the 

time stamp based on the base attribute remaining. 

 

 

 

 

 
 

Fig. 10 Petri net with transition  

The flow of state determines the waiting stage of 

activities. If the node is waiting for a particular resource 

long, that will create a low performance. First, transition 

results in a state with the red color mentioned as the 

conjunction of evolution is shown in Fig.10. If the 

network is static, then the movement is free to flow. The 

form in a Petri net is called the marking. From the initial 

level to the inactive status of transition has to be 

identified to make the node flow in a better chance. It is 

called reachable marking. That means it can access all 

activities without missing any action in the flow. 
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Fig. 11 Petri net diagram for hospital data 

If t11 starts the trace from that, multiple other traces can 

connect based on patients' travel to the hospital. So by 

this trace, all activities illustrate that the connectivity of 

tokens may change. In this case, Petri net generates a 

complete behavior pattern that will express the 

dependency between nodes or activities. And that is what 

we need to travel the entire model in the Petri net and 

find the required abstraction of the Petri net. Now we can 

look a little deeper into the Petri net and analyze the 

complexity of the design. 

The ProM plug-ins are used to analyze different abstract 

levels of the result in the hospital dataset. So, if we give 

the examples that will judge the attributes suitable for the 

tool and provide the suggestions.  

Based on that, we can choose the visualization report, 

and then it will show the result in graphical 

representation. Some plug-ins are used to find the entire 

flow structure and replay activities that will repair the 

system in terms of enhancement. Sometimes the 

activities are divided into multiple activities and found 

whether the sequence flow is correct or not. Moreover, 

label splitting is also used to find the extensions and 

refinement approach. ProM uses these extensions to 

guarantee accurate results.  

We displayed the nodes that indicate frequent activities 

flow, as shown in Fig.11. The previous Petri net offers 

the entire traces flow called a spaghetti diagram. Process 

mining can reduce this complicated flow further with a 

more significant activity sequence. ProM tool has the 

slider to move the frequency level from low to high. It 

can use this to identify the essential activities.  

Petri net has a complete functionality diagram initially. 

Later, Petri net has refined and applied the abstract 

transitions with lower-level models to retain the 

integrated model of the entire workflow system. The 

model has been designed after obtaining all possibilities 

of activities flow, either top-level or bottom-level, from 

distributed running logs. The event log of an abstract 

procedure always has a few details: case id, time duration 

of the event, and the Activity that occurred in the 

particular time frame. The attributes are different in the 

event log, reflecting the result based on the features.  

 

Inductive Alpha Miner: 

The OR and XOR logic is used to construct the reason 

for Petri net in the hospital system. The case id and 

Activity are considered the key points based on which 

the Petri net is drawn. Fig. 11. And Fig.12 show the Petri 

net with the attributes of case id and activities followed 

by the patients in the hospital. Similarly, we add the post-

set activities and can build a successor set. The relation 

between the activities is constructed, and a new model is 

determined. The casual net shows the transitions 

corresponding to the successor activities, after which the 

model and the relation are built. 
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Fig. 12 Inductive Alpha miner for hospital data 

The multiple sequences of activities are traced as a single 

workflow that can be represented in Fig. 13. The number 

of traces used in the dataset is connected with the 

activities used in the actual treatment, which will give the 

sequence graph in dotted format. 

 

 

 

Fig. 13 Event log sequence based on traces 

Node Connectivity in Alpha Miner: 

The node's connectivity is displayed in Fig.14. Node t11 

is the starting node, and t91 is the ending node. The 

complete flow and connectivity of the nodes are shown. 

The edges of the nodes depict the direction of the node's 

relation. The array marks provide node guidance and the 

path from the source node to the destination node. Petri 

Nets can use process mining to describe the diagram at a 

high level. 
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Fig. 14 Node connectivity in Petri net  

 

Deviation will decrease the performance of the process. 

There are different categories of actions: 

(1) high-impact actions: If any changes happen in this 

Activity, the whole structure will be affected. This node 

is crucial in timestamp as well.  

(2) low-impact actions: If low sequence action can 

remove this from the flow, it is not affecting the hospital 

activity. 

(3) no-impact actions: This can be removed at any time.  

Fig.15 shows the deviation in the hospital database. It 

shows the deviation nodes. The nodes which are 

connected in red color edges are deviations. It will be a 

deviation if the nodes take more time to communicate 

with the other nodes because of traffic congestion. 

 

 

 

 

Fig. 15 Deviation for Hospital data 
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6- Results and Analysis 

The result of this research is explained in the 

performance metric of events. This metric evaluation is 

presented in process mining, and the assessment is based 

on the relationship between activity sequences. For this 

test, we used 1000 patient's traces of activities, and 

process mining did each Activity in different 

departments in the hospital. The metrics are dependency 

and time stamp between the activities. By consideration 

of these metrics, the fuzzy miner produces the proper 

matrix for dependency and cluster formation for 

timestamp. It provides the better analysis than alpha 

algorithm. Notably, we restrict this test with two 

algorithms in process mining and find the deviation in 

the process. Based on this classification the metrics are 

more accurate using fuzzy miner.  

Fuzzy miner interacts with the activities and finds high 

and low-performance groups. The graphical view can 

compare the identical core activity in the sequence. The 

dependency relationship of the traces in the mining 

process is depicted in Fig. 16. The values are displayed 

in the matrix based on the interdependence of the 

activities.  

In the fuzzy miner, the blue-colored activities are 

incredibly bonding. These are considered the bottleneck 

activities that must take care of in the process. 

Management can find the bottleneck using this matrix 

and causal net diagram. Fuzzy miner gives this as a 

solution to monitor the process flow. 

 

 

Fig. 16 Relation matrix for traces using fuzzy miner 

There are more chances of bottlenecks in the entire flow. 

In Fig. 16, t44 and t54 show values of 0.457963 which 

means that the dependency of these traces is highly 

significant. Traces t36 to t44 value is -0.06947, which 

shows less significance between the processes. This 

matrix in fuzzy miner shows the dependency 

connectivity in between the traces. 

According to this matrix, we can find that the pair of 

(t81, t71) and (t76, t82) are the most significant nodes, 

which means this node is intermediate level to connect 

other nodes. Node (t51, t61) is the many minor nodes 

that do not affect the flow if it takes more time to 

process.  

The negative values and low-frequency values are not 

affecting the flow of the process. These are the activities 

that are not under the bottleneck resources. All positive 

resources and high-frequency values are considered 

bottleneck resources, and these are to be monitored 

carefully in the process flow. This dependency matrix 

gives the final frequency values for the bonding between 

each Activity. So, Fuzzy miner is proved to be one of the 

best algorithms to show the frequency values using the 

causal net diagram. 

7- Conclusions and Future Work 

Process mining techniques are a robust business model to 

generate patterns and analyze the process with the 

sequence of activity traces. Organizations or any 

business domain want to improve their production in the 

initial stage of development. So process mining will help 

in the beginning to evaluate the process deviations and 

find the bottleneck in the process sequence to improve 

their process in the early stage itself. If the process is 

organized without variation, the management will reach 

efficient data arrival. This research experimented with 

process mining in hospital datasets by applying alpha and 

fuzzy algorithms using the ProM tool.  

This research gives the analysis of finding deviation in 

both the algorithms. Since our data set is unstructured, 

the fuzzy algorithm produces the dependency relation in 

an event log with the proper workflow diagram. The 

fuzzy miner shows the result with a relation matrix that is 
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the exact outcome of the connectivity of process mining. 

So, our dataset produces an efficient workflow using a 

fuzzy miner algorithm. We achieved the main objective 

of this research and found a better algorithm for activity 

deviation discovery and performance in process mining 

in the hospital system. In future, our model can be 

applied over large datasets like ontology, cardiology and 

it would incorporate process improvements. 
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Abstract  
Reliability of data transmission in wireless sensor networks (WSN) is very important in the case of high lost packet rate 

due to link problems or buffer congestion. In this regard, mechanisms such as middle cache points and congestion control 

can improve the performance of the reliability of transmission protocols when the packet is lost. On the other hand, the 

issue of energy consumption in this type of networks has become an important parameter in their reliability. In this paper, 

considering the energy constraints in the sensor nodes and the direct relationship between energy consumption and the 

number of transmissions made by the nodes, the system tries to reduce the number of transmissions needed to send a packet 

from source to destination as much as possible by optimal selection of the cache points and packet caching. In order to 

select the best cache points, the information extracted from the network behavior analysis by deep learning algorithm has 

been used. In the training phase, long-short term memory (LSTM) capabilities as an example of recurrent neural network 

(RNN) deep learning networks to learn network conditions. The results show that the proposed method works better in 

examining the evaluation criteria of transmission costs, end-to-end delays, cache use and throughput. 

 

 

 

Keywords: Reliability; Selection of Cache Points; Middle Caching; Wireless Sensor Networks. 
 

1- Introduction 

Wireless sensor networks also are used for the collection 

data for monitoring of environmental information. 

Reliability of data transmission in wireless sensor 

networks is very important in the case of a high lost packet 

rate due to link problems of buffer congestion. "Internet of 

Things" (IoT) is a modern technology in which any 

creature (human, animal, or object) can send data through 

communication networks, whether the Internet or intranet. 

The data sending process between IoT devices is 

automatic according to the configuration at specific times 

(usually permanently and instantaneously), without 

demanding the "human-to-human" or "human-to-

computer" inter-action. Wireless Sensor Networks (WSNs) 

can play a significant role in promoting to cast the cheap 

and straightforward network for connecting IoT devices [5, 

6]. However, battery-powered sensor nodes impose nodes 

to have a limited energy resource. Charging or replacing 

the sensor battery may be unpleasant or impossible in a 

work setting based on WSNs. Therefore, when the node 

loses its energy, it may not be efficient for assessment and 

monitoring [3, 4]. Therefore, one of IoT-based wireless 

sensor networks' critical problems is severe energy 

limitation [7]. Since these networks' efficiency depends a 

lot on the network's life span and network coverage, it is 

necessary to consider energy-saving algorithms to design 

IoT-based wireless sensor networks with long life.  

Nowadays, researchers have developed dynamic 

management methods to overcome the energy consumption 

issues in IoT-based WSN's [8,9]. However, the increasing 

reliability rate is an essential concern for the dynamic 

management energy resources methods [10,11]. The 

reliability rate is relevant to the successful data transfer in 

IoT-based WSNs. In General, two mechanisms are used to 

be confident in IoT-based WSNs in practice: pack-based 

reliability and event-based reliability. Pack-based reliability 

requires sending all received data by sensor nodes to well, 

which could waste limited energy resources of nodes while 

event-based reliabilities do not need sending all received 

data, and it depends on sending the data covering the event. 

The areas related to sensor nodes are mostly interfering with 

each other, and for this reason, they are similar to each other 

in higher levels of sensed data. In monitoring applications, 
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the sensor network is in an environment that is supposed to 

monitor events such as fire or flood. This is possible with the 

application of small, cheap and smart sensor nodes. The 

sensors are equipped with low-power wireless interfaces 

used to communicate with each other. In environmental 

applications such as temperature and humidity monitoring, 

agricultural applications, urban life, 90 to 95% reliability is 

sufficient. But much more reliability is needed in military 

applications. Reliability means that all packets sent from the 

source must reach their destination and lost packets must be 

recovered by a secure schema. Reliability is calculated by the 

number of packets that reach the sink, not the reliability of 

individual packets. Reliability is directly related to energy 

efficiency. Sensor networks are a vital component of the 

Internet of Things (IoT) and are known as limited networks 

due to limited memory, computations, and energy 

capabilities.  

One way to improve the reliability is to use local 

retransmission through interface caching. Data caching is 

an effective way for reducing the number of end-to-end re-

transmissions, thereby reducing interference and 

overcoming variable channel conditions. Cache increases 

data access because it provides fast storage and retrieval of 

future information [1]. Caching techniques have a major 

impact on the transmission protocol proposed for WSN [2]. 

The development of the transport protocol should be 

independent of the other layers. A secure transport layer 

protocol is required in many wireless sensor network 

applications that provide different levels of reliability for 

different applications. Since congestion is one of the major 

causes of packet loss, congestion control mechanisms are a 

key component of the transport layer protocol. Congestion 

occurs when packets generated by sensor nodes exceed the 

network capacity. When congestion occurs in the network, 

the middle nodes destroy packets and this leads to the 

retransmission of packets and wasted energy in the 

network. Packet loss occurs not only due to congestion due 

to memory overload, but also for other reasons such as 

node mobility, node failure, collision, interference, and 

poor radio links. Hop-by-hop transmission is commonly 

used due to the short-range of sensor nodes in sensor 

networks. This increases the likelihood of packet loss and 

wasted energy to resend lost packets. To detect packet loss, 

explicit notification of lost packets has been proposed, 

which can be implemented as distributed (on sensor nodes) 

and centralized (on the sink). In the distributed model, 

sensor nodes use packet sequence numbers to identify lost 

packets. When a packet is lost, a middle node requests a 

re-transmission from its other neighbors. The sensor nodes 

detect the congestion from the buffer overflow. Therefore, 

to ensure the reliability of the network, the need for 

retrieval mechanisms such as retransmission and 

redundancy is felt. 

Reliability can be divided into two levels [4]: 

Packet or event confidence level 

Hop-by-hop or end-to-end confidence level 

data transmission in wireless sensor networks is in the case 

of a high lost packet rate due to link problems or buffer 

congestion. In this regard, mechanisms such as middle 

cache points and congestion control can improve the 

performance of the reliability of transmission protocols 

when the packet is lost. On the other hand, the issue of 

energy consumption in this type of networks has become 

an important parameter in their reliability 

The contributions of this paper are as follows:  

(1) Designing a reliable transport protocol using active 

cache management based on a deep learning algorithm and 

various cache management policies to improve cache 

performance. 

(2) Providing a simulation and an analytical model to 

evaluate the performance of the cache-aware congestion 

control mechanism in the presence of lost packets in the 

WSN. 

The rest of the paper is organized as follows: in section 2, the 

previously presented methods on sensor networks' reliability 

will be studied. Section 3 expresses the proposed method, 

section 4 evaluates the proposed method and studies its 

function, and finally, section 5 will give the overall 

conclusion. 

2- Related Works 

The data sending process between IoT devices is 

automatic according to the configuration at specific times 

(usually permanently and instantaneously), without 

demanding the "human-to-human" or "human-to-

computer" inter-action. Wireless Sensor Networks (WSNs) 

can play a significant role in promoting to cast the cheap 

and straightforward network for connecting IoT devices 

In [12], a new method has been presented for clustering 

wireless sensor nodes to reduce energy consumption named 

EAC. EAC is a clustering algorithm based on energy and 

distance; that means, sensor nodes are chosen as cluster 

head based on remaining energy. Meanwhile, non-cluster 

head nodes chose their cluster head based on distance from 

neighbor cluster heads. EAC algorithm increases the life 

span of network via balancing energy load among network 

nodes.  

In [13], has presented a hierarchical clustering method for 

reducing energy consumption in wireless sensor network. 

This algorithm divides network to circles with different 

power levels in sinks and each circle has different nodes. 

Simulations and results obtained from using three scales of 

network life span, number of clusters and consuming 

energy of cluster heads showed that the efficiency of this 

method is better that LEACH in terms of energy 

consumption of cluster head, number of clusters and life 

span of network. In fact, this method reduces the number 

of dead node and energy consumption and increases the 
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life span of network. This algorithm includes three phases 

of launching, cluster launching and routing among clusters. 

In [14], another hierarchical algorithm has been presented 

for reducing energy consumption in wireless sensor 

network. The presented method in this papers uses a 

mechanism to prioritize clusters and packs of data. This 

protocol provides a route without congestion for optimal 

energy consumption for necessary data packs via 

prioritizing. Therefore, the best route always remains for 

transferred vital and necessary data. Therefore, the 

proposed algorithm in this paper minimizes the delay and 

consuming energy and maximizes the life span of network 

and operational power.   

BLAC algorithm [15] used combination of battery level 

and other criteria like node density and rank for choosing 

cluster head. For balancing in energy consumption, the 

cluster head is taken frequently by each node. In BLAC, 

the cluster heads gather data from his cluster sensor nodes 

and sends them via GPRS links. 

In 2012, some researchers [16] studied the manner of 

forming clustering and especially a primary schema entitled 

fuzzy logic cluster formation protocol where fuzzy logic is 

used in clustering process. Several changes on several 

parameters related to fuzzy logic and clustering reduces the 

energy consumption and therefore increases the life span of 

network.    

In [17], the optimization algorithm of single cluster network 

and multi-cluster networks are proposed where node energy 

harvesting are allocated to strengthening nodes chosen as 

cluster head and therefore, it leads to more survival of 

network. As it was said, the energy production resource in 

sensors is battery and this resource has less capacity. None 

of the above works could minimize the energy consumption 

and therefore the life span of wireless sensor networks will 

be less such that some of sensors will be eliminated after 

some time.  

In [18], the neural networks were used for dynamic 

management of power (maximizing life span of sensor 

nodes after placement and for scheduling the cycle of the 

duties of sensor nodes (determining which node should be 

slept and which one should be alive). In this method, next 

event time is a non-fixed series which are predicted by 

wavelet neural network precisely. The mentioned neural 

network is a three-layer network which uses Morlt wavelet 

transform in hidden layer. The nodes which are in deeper 

sleeping modes consume less energy while it causes more 

delay and high energy consumption for waking.   

In [19], a self-organizing neural network was used for 

reducing and classifying similar patterns. They used SOM 

in a hierarchical network architecture (based on the cluster) 

where nodes are an organization in several clusters and 

cluster head or sinks of data combinations. This self-

organizing neural network reduces the transferring of data 

and classifies similar patterns. 

Wireless sensor networks are widely used to perform the 

automations in many applications. The WSN is used in 

both attended and unattended environment such as Internet 

of Things, smart phones, health monitoring, surveillance, 

volcano monitoring, boarder surveillance and more The 

IoT based WSN are emerging rapidly because of its 

versatility and economic nature [20,22]. 

In many applications of wireless sensor networks, providing 

reliability and healthy delivery of packet to the destination is 

of great importance. Reliability is one of the tasks of the 

transport layer in these networks, which gives the network 

the ability to deliver data sent to the receiver securely 

[23.24].  

3- The Proposed Method 

Because WSNs are cost-effective and modular, they can be 

used to secure smart cities by providing remote monitoring 

and sensing for a variety of critical scenarios. In [1], a new 

framework for remote sensing and monitoring in smart 

cities using WSNs is proposed. In their proposal, they 

suggested using Unmanned Aerial Vehicles to act as a data 

mule to offload the sensor nodes and transfer monitoring 

data securely to the remote control center for further 

analysis and decision-making. Additionally, the paper 

provides insights into the implementation challenges of the 

proposed framework. 

Machine learning technique is used in the proposed 

method of this paper to train the network based on various 

factors, such as buffer capacity, number of hops, energy 

node, speed of node, popularity and number of successful 

deliveries. The machine learning algorithm is trained 

based on previous network routing data to generate an 

equation, which examines the probability used, whether 

the communication node is able to deliver the message to 

the intended destination. To better understand the formula 

of this proposed method in Table 1 the notation of the 

formula is explained. This value is then used to decide on 

the next hop for the buffered message. In the training 

phase, long-term short-term memory capabilities are used 

to learn network conditions.  The schema of this proposed 

method is shown in Figure 1. 

Table 1: The notation of the formula 

Notation Description 

   Probability of failure due to failure 

   Probability of failure due to congestion 

   Probability of failure due to noise 

    Probability of success to the destination 

   Bit loss probability 

   The probability of packet loss  
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 Probability of progress of flow packets 

PERj, j + 1 Probability of losing the packet on the link 

between nodes j and j + 1 

 

 

Fig. 1 Schema of the proposed method 

 Long Short Term Memory (LSTM) Cell 

LSTM is an artificial recurrent neural network (RNN) 

architecture [1] used in the field of deep learning. Unlike 

standard feed forward neural networks, LSTM has 

feedback connections. It can process not only single data 

points (such as images), but also entire sequences of data 

(such as speech or video). For example, LSTM is 

applicable to tasks such as un-segmented, connected 

handwriting recognition speech recognition and anomaly 

detection in network traffic or IDSs (intrusion detection 

systems). A common LSTM unit is composed of a cell, an 

input gate, an output gate and a forget gate. The cell 

remembers values over arbitrary time intervals and the 

three gates regulate the flow of information into and out of 

the cell. LSTM networks are well-suited to classifying, 

processing and making predictions based on time series 

data, since there can be lags of unknown duration between 

important events in a time series. LSTMs were developed 

to deal with the vanishing gradient problem that can be 

encountered when training traditional RNNs. Relative 

insensitivity to gap length is an advantage of LSTM over 

RNNs, hidden Markov models and other sequence 

learning methods in numerous applications. 

Table 2: LSTM with a forget gate [2] 

     (              ) 

     (              ) 

     (              ) 

  ̃    (              ) 

                   ̃  

          (  ) 

Variables 

      
                                          

     (   )                                     

     (   )                                           

    (   )                                    

    (    )                                     
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3-1- Input Parameters of the Training Phase 

The proposed method uses machine learning techniques to 

select the next cache points. When a connection is 

established between two nodes and the buffer of one node 

contains a message to be transmitted, a decision must be 

made as to which node the message should be transmitted 

(as the next point selection). Normally, the message should 

only be sent from the sender to the adjacent recipient node, 

provided that the middle node has a sufficient probability 

of direct or indirect transmission to the destination node. 

Repeated message transmission can lead to packet loss and 

higher buffer overflow and higher power consumption. On 

the other hand, reducing frequent transmissions increases 

the number of unsuccessful delivery of messages. The 

probability of successful delivery depends on various 

factors that indicate the recent background and the ability 

of the nodes to deliver the message successfully. The 

probability of delivery in the next selected cache is 

Network Topology 

Data cache and management policies 

Allocation of cache space to passing traffic flows 

 

Inserting in cache 

Cache removal policy 

Probability of progress 

Probability of receiving 

https://en.wikipedia.org/wiki/Recurrent_neural_network
https://en.wikipedia.org/wiki/Long_short-term_memory#cite_note-lstm1997-1
https://en.wikipedia.org/wiki/Deep_learning
https://en.wikipedia.org/wiki/Feedforward_neural_network
https://en.wikipedia.org/wiki/Handwriting_recognition
https://en.wikipedia.org/wiki/Speech_recognition
https://en.wikipedia.org/wiki/Classification_in_machine_learning
https://en.wikipedia.org/wiki/Computer_data_processing
https://en.wikipedia.org/wiki/Predict
https://en.wikipedia.org/wiki/Time_series
https://en.wikipedia.org/wiki/Vanishing_gradient_problem
https://en.wikipedia.org/wiki/Hidden_Markov_models
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calculated using a trained ML model, which includes the 

following features: delivery probability, buffer capacity, 

successful deliveries, success rate, source and destination 

node speed, distance from message source, distance to 

message destination, number of hops to current node, and 

message life time. The message life time parameter provides 

the duration from the creation of the message to the present. 

The message is transmitted from the transmitter node, if 

Pm> Pr this point is considered as the cache point of this 

flow. In this expression, Pm is the probability of final 

delivery at the node and has been calculated using ML 

techniques. Pr is the current reliability rate at the transmitter 

node. 

In the initial phase of the learning phase of this 

dissertation, the aim is to collect data related to network 

behavior analysis and then more effective items on 

network traffic management are selected by creating a 

database in the preprocessing phase. Then, in the second 

phase, the prediction accuracy increased by using the deep 

learning model based on long-short-term memory 

feedback neural networks (LSTM), we present a deep 

learning model so that we can improve the learning depth 

by deepening the time windows (short-term daily and 

long-term annual). In the third phase, the output of the 

deep model is given to the extreme learning machine 

(ELM), which can calculate the estimated delivery time of 

each packet instantaneously according to other input data. 

In the proposed method, we intend to use a stack of 

LSTMs due to the high sensitivity of time series data. The 

output of these networks is the probability of success to 

the destination. 

 Calculation of the Probability of Final Delivery 

Based on Machine Learning 

LSTM network: In the proposed method, the LSTM 

recursive neural network model with multiple hidden 

layers has been studied. Where (x1,…., X16) are the input 

parameters. Each training data sample provides input 

values (x1,…, x16) for selecting the next cache point, and 

the obtained output determines the probability of 

successful delivery of sent message to the destination. 

Prior to training, a sample network has been provided, that 

is, it has been quantified at random values and then the 

deep network is learned by repetition in the training set, 

thus it provides the desired predictions about whether the 

delivery will be successful or not. To calculate different p 

values, the machine learning model must first be prepared, 

trained, or constructed based on the training scenario data. 

Relevant data is called training data, and a specific data 

input is a training example. Then, during the next point 

selection process, the trained LSTM network is used to 

calculate P(Y) based on the input parameters (x16, ..., x1, 

x2), which are obtained in real time. The probability of 

successful sending by each node is denoted by Psu and is 

calculated by the following equation: 

                           (1) 
 

                      (2) 
 

Where,    is the probability of failure due to failure,    is 

the probability of failure due to congestion,   represents 

the probability of failure due to noise, and     denotes the 

probability of success to the destination. 

 Calculation of the Probability of Packet Loss Due to 

Noise 

Assume that the wireless network has a bit loss probability 

equal to   . If the average length of packets is S bits, the 

probability of packet loss    can be calculated as follows: 

     (    )
     (3) 

The probability of packet loss due to channel noise Pn is 

equal to Pp. 

 Calculation of the Probability of Packet Loss Due to 

Failure 

Another cause of packet loss in wireless sensor network 

nodes is hardware failures of the node. Assume that Pf 

represents the probability of loss due to hardware failure 

of the node. The failure rate of a sensor node depends on 

its external and internal factors. External factors affecting 

a node can be considered through the MIL-HDBK 

documentation. But internal factors need to be included in 

the final formula somehow. In the first step, the 

components of the system must be thoroughly examined in 

order to provide a series or parallel model or other modes 

that can be considered for it. The series mode for a system 

is the state in which the failure of each component of the 

system causes the failure of the entire system, and the 

parallel mode of a system is the state in which if all the 

components of a system fail, the entire system will fail. It 

is clear that the essential components of a node 

(microcontroller, memory, battery, communication device, 

sensor component, and ADC) form the system series; 

because the failure of each component causes the failure of 

the entire system. But the optional components, including 

the actuators and the number of sensors, form a parallel 

system. The probability of the proper function of a part or 

the reliability in the general case is obtained from the 

following equation. 

 ( )      (        (4) 

Given the above relation, the function f(t) must be 

specified. Given that the lifespan of most electronic 

components follows an exponential relationship, with the 

reliability of sensor node (R(t)), the probability of packet 

loss can be obtained as follows: 

      ( )     (5) 

 Calculation of the Probability of Packet Loss Due to 

Congestion 

Each node has a buffer or queue. Its length and size can be 

a simple and good sign for congestion. The size of the 
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buffer can be considered as a threshold. The proposed 

method uses a fixed threshold and if the buffer size 

exceeds the threshold, the congestion is detected. In some 

methods, the buffer size is periodically checked at the 

beginning of each period and the congestion is signaled 

instantaneously. The remaining length of the overall buffer 

size, or the difference between the remaining space and the 

traffic rate, can be used as a possible indicator of 

congestion. In the proposed method, by monitoring the 

average buffer queue length, a series of times is obtained 

that can use time delay neural network (TDNN) to predict 

its future values, which is actually the future status of the 

buffer of the cache point. For this purpose, we first design a 

suitable neural network and train it through the above time 

series. It then implements the trained neural network into 

the buffer point buffer to predict the future value of the 

average length of the buffer queue at a few time periods, 

called the forecast horizon, based on current and previous 

values of the average buffer queue length. Then, based on 

the result of this prediction, we introduce a mechanism 

called ML-RED, which operates on the basis of the RED 

algorithm, and the transmitters are notified before the 

congestion starts and reduce their transmission rate. One of 

the advantages of this method is that the determination of 

the cache points by the nodes is done locally and completely 

dynamically. This is done by comparing the transmission 

rate of each node with the required reliability interval for 

each stream. It should be noted that at the beginning of the 

network, before entering the learning stage, the cache points 

are randomly selected. In order to learn this, the cache 

points are selected or removed independently and locally by 

the middle nodes. Disclaimer of previous cache points only 

includes not inserting new entries and they are responsible 

for resending until deleted from the cache as a point cache. 

In the proposed method, congestion control is done globally 

and end-to-end and the selection of cache points is done 

locally by each node. 

3-2- Data Cache and Management Policies 

The PRM-DDCLAM (Deep PRM) protocol is a DTSN
1
 

protocol with sender side changes. This protocol uses both 

ACK and NACK messages that the recipient asks the 

sender to send through explicit acknowledgment request. 

The EAR signal is mounted on the data packet. After 

sending the EAR, the source launches the EAR timer. If 

the EAR timer expires before receiving the ACK/NACK, 

the source sends the EAR packet again. After adopting the 

EAR on the node of the receiver, a NACK, containing a 

bit map of the lost packets, is generated and sent to the 

sender. During the transport of such NACKs, cache points 

learn the lost packets and check if there are packets in the 

cache. If this is true, the cache points resend packets to the 

                                                           
1
 Distributed Transport for Sensor Networks 

receiver and change the NACK bitmap before sending it to 

the sender. These implicit ACK and NACK notifications 

are a cache removal policy which are for removing all 

packets that have already been ACKed and also creating 

space for new incoming packets. Similarly, ML-PRM 

adapts a NACK repair mechanism so that cache points can 

output the NACK signal to speed up the repair process. In 

addition to receivers that can identify lost packets, cache 

points can also find lost packets and signal the node of the 

previous steps through the Repair Non- Acknowledgment 

Control Packet (RNACK), which includes a counter of lost 

packets. After receiving the RNACK, the node of the 

previous step, if it finds a copy in the cache, resends the lost 

packet to the destination. Otherwise, RNACK will be 

broadcast to the source. Assuming the route is always 

constant, RNACK transmission is not based on a timer, but 

occurs as soon as an out-of-row packet (outside the packet 

sequence) is detected. This capability further reduces the 

risk of packet loss by the accelerated recovery, thus it 

promotes instant transport. 

3-3- Allocation of Cache Space to Passing Traffic 

Flows 

In [16] and [17], the cache segmentation method has been 

used to manage the cache capacity. In this method, a cache 

point divides its cache capacity among the flows passing 

through the node in its route according to the cache 

segmentation policy in the network. To explain this 

method, suppose that ci represents the capacity of the node 

i and   
  is the total number of the flows passing through 

node i in its route. Using the cache segmentation policy, 

the weight   
  is assigned to each of these streams, which 

actually determines the part of the node cache i, which is 

assigned to flow f. By determining the weight of all the 

flows passing through node i, the true share of each flow 

from ci is determined by Equation (6): 

  
  

  
 

∑  
 
   

 

   

     (6) 

In this method, a packet of flow f can only be placed in the 

part of node i, which belongs to flow f, whose size is equal 

to   
 

    

In the proposed method, after determining the optimal 

cache points of traffic flows passing through the network, 

considering the limited memory space of each middle node, 

the cache space of each node should be divided according 

to a specific policy between traffic flows passing through 

each node. The simplest cache segmentation policy is a 

uniform distribution policy in which the entire cache space 

is equally distributed between each traffic stream passing 

through it. This is certainly not a good policy. Our 

proposed solution in this section is to allocate the cache 

space of each node to the traffic flows passing through it 

based on various criteria such as: the requested reliability 
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of the traffic flows and the distance of the node to the 

destination and the priority of the flow. In this way, traffic 

flows with high reliability and high distance of the nodes 

from the destination and have a higher flow priority, take 

up more space of the cache memory. The goal is to provide 

an exploratory algorithm based on effective parameters. To 

calculate the weighting coefficient of cache space 

allocation   
 , fuzzy systems with three inputs, the required 

reliability of traffic flows and the distance between the 

node and the destination and flow priority are used. As a 

result, the actual share of each flow from ci is determined 

by the following equation: 

  
 

 
  

 
  

 

∑  
 
   

 

   

      (7) 

3-4- Inserting in Cache 

Considering the limited resources in wireless sensor 

networks, it is crucial to provide designs that try to make 

optimal use of these resources. Transport layer protocols use 

cache in the middle nodes to counteract the inefficiency of 

the end-to-end retransmission method, enabling middle 

nodes to store packets received from different flows in their 

cache and resend them when needed. The purpose of storing 

packets in the middle nodes and locally retransmitting them 

is to minimize end-to-end retransmission, thereby reducing 

the number of transfers needed to send a packet from source 

to destination, energy consumption, and packet delay. To 

meet this goal, given the cache memory limitations, middle 

nodes must adopt appropriate policies to manage their cache 

space. Certainly one of the most important of these policies 

is the policy of selecting packets to be stored in the middle 

nodes.  

A middle node decides to save a copy of the packet in its 

cache before sending it according to the packet selection 

policy. In an optimal packet selection policy, it should be 

tried that the packets with the experience of more difficult 

conditions in their downstream nodes as a result, lower 

probability of being received, have a higher chance of 

being stored in the middle node cache, so that they do not 

have to spend a lot of money to recover if they are lost 

along the route. On the other hand, a middle node in its 

packet selection policy should store packets with a lower 

probability of progress in the upstream nodes with a higher 

probability in its cache to prevent end-to-end 

retransmission. Undoubtedly, having a high cache capacity 

such that all incoming packets can be stored is the best 

option for middle nodes. However, given the limited 

resources (including memory) in sensor nodes, a middle 

node can only select a limited number of packets to store in 

its cache. On the other hand, providing a suitable policy for 

selecting packets depends on having a proper approach in 

determining the weight or in other words, the priority of 

each received packet in the middle nodes so that a suitable 

policy for selecting packets can be adopted through the 

weight of a packet. Therefore, in the following, we will 

examine the effective parameters in determining the weight 

of packets. 

3-5- Effective Parameters 

The purpose of examining the effective parameters in 

determining the weight of packets is to provide appropriate 

policies for selecting packets to be placed in the middle 

node cache. In such a way that these policies can serve the 

purpose of using cache in the middle nodes. To determine 

the effective parameters in packet selection, according to 

Figure (1), a middle node is considered as a destination for 

packets received from downstream nodes and, on the other 

hand, a source for the packets sent to the upstream nodes 

in the following route. 

3-6- Probability of Receiving 

In this section, we consider a middle node as the destination 

for packets received from downstream nodes. Therefore, we 

will examine the parameter affecting packet transport in the 

downstream nodes of a middle node. It should be noted that 

due to the nature of the message transmission in hop-by-hop 

form in a wireless sensor network, if a node sends a message 

to a destination in n farther hop, the probability of receiving 

the message by the destination is determined using Equation 

(8). 
 

     ∏ (          )
   
       (8) 

 

In an end-to-end retransmission scheme, if a message is 

lost along the route between sender and receiver, the 

source resends the message to the destination. In this case, 

the probability of receiving a message at least one time in 

the destination after sending for t times by the source is 

determined based on Equation (9): 
 

   ∑ (       )
      

   
       (9) 

 

In Equation (2), (1- PoRn)
k
 is the probability of not 

receiving a packet after k times of sending, and PoRn is the 

probability of successfully receiving a packet after (k + 1) 

attempts. This equation shows that, after t times of sending 

a message by the source, it is expected that the message 

will be received with minimum reliability r at a destination 

with a distance of n hops. Lem (1) shows the geometric 

series introduced in Equation (10) as an equation of degree 

t. 

    ∑(       )      

   

   

 

=      ∑ (       )    
      

 

 
     (  (      ) )    

  (      )
 

 

     (      )          (10) 



    

Bahekmat, Yaghmaee Moghaddam, Cache Point Selection and Transmissions Reduction Using LSTM Neural Network 

 

 

 

130 

Equation (4), using Equation (3) obtained from Lemma 

(1), calculates the maximum number of transports required 

to achieve end-to-end reliability r: 

     (      )                
 

     (      )  
 

      (       )(   )                   (11) 

Equation (11) shows that in an end-to-end message 

transport design, a maximum of t (including 

retransmission) end-to-end transports by the source is 

required to provide a certain reliability (r) in delivering a 

message. As mentioned earlier, the use of cache in middle 

nodes tries to minimize end-to-end retransmission. 

Therefore, packet selection policies for caching in the 

middle nodes should select packets to be stored in the 

cache among the received packets, which will cause the 

greatest reduction in the number of end-to-end 

retransmissions (t). 

3-7- Probability of Progress 

The policy of selecting packets in a mid-node in addition 

to considering the conditions experienced by the received 

packets in downstream nodes, should also consider the 

status of packets in the route. In fact, a middle node, as the 

source of packets that it sends to upstream nodes, should 

try to store packets with low probability of placement in 

the cache of the upstream nodes or reaching their 

destination before being sent. In this section, we use the 

progress probability parameter to examine the condition of 

the received packets in the upstream nodes of a middle 

node. That is, the probability of storing packets of a flow 

in the cache of the upstream nodes of a middle node or 

reaching the destination. Equation (12) calculates the 

probability of progress of flow packets such as f in the 

upstream nodes of the middle node simplifies the 

description of Equation (12). 

    
 

    ∑    ∏ (            ) (  
   
   

    

   

   
 
)                 (12) 

In this equation   ∏ (            ) (     
 ) 

   
     

represents the probability of reaching a packet of flow f is 

from node i to node j, in the case that none of the middle 

nodes between i and j are stored in the cache, and PERj, j + 1 

is the probability of losing the packet on the link between 

nodes j and j + 1. Node j can be any of the nodes upstream 

of node i (except destination). 

Therefore; 

{ ∑    ∏ (            ) (     
 ) 

   
   

    

            } is 

the probability of non-progress of the flow packets f among 

all upstream nodes of node i. A packet selection policy used 

in middle nodes should store packets that have a low 

probability of progress in the middle nodes. Because these 

packets are likely to need to be resent and, the chances of 

upstream nodes being able to retrieve and resend these 

packets from their cache is low. On the other hand, storing 

packets in the middle node cache that have a high 

probability of progress will waste the cache capacity. 

Because these packets are most likely to be received by the 

destination or stored in the upstream middle nodes. In the 

first case, there is no need to resend the cached packets, and 

in the second case, if there is a need to resend, the middle 

nodes closer to the destination (due to receiving the lost 

message list sooner or faster timer expiration) will send the 

lost packets faster. 

 Local Variables and Packet Headers 

Implementing the proposed cache management system 

requires several local variables in the middle nodes, one 

field in the data packet header, and one field in the 

acknowledgment packet header. 

To calculate the parameter of the probability of receiving 

each packet, we use the PoR field in the packet header. To 

explain the function of this method, let PERi, i + 1 be the 

probability of lost packets on the link between nodes i and 

i + 1. Considering Equation (2), node i multiplies the value 

in the PoR field by (1- PERi,i+1) before sending the data 

packet to node i + 1 so that node i+1 is likely to receive 

this packet. Therefore, each middle node, given the PoR 

value of a packet, finds out the probability of receiving 

that packet again. The initial value of the PoR field is 1. 

To calculate the probability of progress of the packets of a 

flow, each node must store three local variables for each 

flow that passes through that node in its route. For 

example these variables for flow f are: 

1. pep_flow (f): This variable specifies the probability of 

effective progress of the packets of flow f in the upstream 

nodes. 

2. received_packet (f): This variable specifies the number 

of packets received from flow f. 

3. cached_packet (f): This variable specifies the number 

of packets of flow f that have been successfully cached. 

Calculating the effective progress probability parameter in 

addition to the variables mentioned will require a PEP 

field in the acknowledgement packet header. Given that 

the effective progress probability parameter for packets of 

a flow is calculated in the upstream nodes of a middle 

node. Therefore, we have mentioned the recursive form of 

Equation (12) in Equation (13) so that the 

acknowledgement packets that move in the opposite 

direction of the data packets from the destination to the 

source can calculate the probability of progress using the 

local variables of the middle nodes in the PEP field of 

their header. It should be noted that, like Equation (4-5), to 

calculate the effective progress probability, we use its 

opposite, that is, the probability of effective progress. 
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represents the probability of progress of the packets of 

flow f among the upstream nodes of node i and      
 

 is 

the probability that the packets of flow f will not progress 

among the upstream nodes of node i and will not be stored 

on the cache of node i. Specifically, the probability of non-

progress of the packets of a flow in the upstream nodes of the 

destination (h) and non-caching on the destination node is 

zero. In each node, as the acknowledgment message is 

received and after calculating     
 
, this value is placed in 

the local variable pep_flow (f) corresponding to the flow f, 

then      
 
 is calculated and an acknowledgment message 

is placed in the PEP field and sent to the next node in the 

direction of source. Therefore, after receiving an 

acknowledgment message from a flow such as f in a middle 

node such as i, the value        
 

 will be in its PEP field, 

and this value will be changed to      
 
 before sending for 

node i-1. Each middle node to calculate     
 
 requires the 

calculation of    
 

, which is obtained based on Equation 

(16): 

   
 

       ( )        ( )⁄    (16) 

In this method, each middle node updates the probability of 

the progress of the packets by receiving an acknowledgment 

message from a flow such as f. The packet selection policy in 

the proposed cache management system, in addition to the 

parameters of probability of receipt and effective progress, 

also requires the parameter distance from the source. To 

calculate this parameter, we use the ttl field in the data packet 

header. 

3-8- Cache Removal Policy 

Any packet stored in the cache of a middle node will be 

deleted from the cache only by replacing or receiving an 

acknowledgment message. But if the cache does not have 

enough space to store the new packet and the input packet 

weighs more than the packet in the cache can be selected 

from the packets stored in the cache of the packet whose 

remaining lifespan is ending to be replaced.  

4- Experimental Results 

In this section, we will evaluate the proposed cache 

management system. The network topology intended for 

evaluation is a 10×10 grid topology, which is shown in the 

figure 2. In this topology, each of the nodes at the end of the 

communication links sends a flow of data to the 

corresponding nodes on the opposite side. Hence each of 

these nodes sends a data flow and receives a data flow. This 

approach allows four data flows to pass through each middle 

node. The direction of these flows and the number of flows 

passing through the middle nodes have been specified in the 

figure 2. 

 

Fig. 2 10 × 10 grid topology for simulation 

The simulation was used by ns-2 simulator to evaluate the 

proposed cache management system. This simulator, 

which is based on a discrete and object-oriented event 

simulation method, was designed and implemented by 

Berkeley University and, it is one of the best tools 

available to researchers to simulate wired and wireless 

networks. 

In the scenario considered for the simulation, the source of 

each flow sends 250 packets to the destination, which due 

to the presence of 40 flows, a total of 10000 packets have 

been sent in each time of the simulation run in this 

network. The start time of each flow was randomly ranged 

from 1 to 1 second and the data transmission rate is fixed. 

The results of the evaluations have been presented for the 

proposed method and the comparative method presented in 

[24] as the Based Method.Two different scenarios have 

been used to compare the results of the two methods. In 

the first scenario, the error rate between nodes is 

considered between 0.2 and 0.6 with intervals of 0.05, 

while the cache size of the middle nodes has been 

considered to be 25. But in the second scenario, the error 

rate between the links is fixed and between 0.2 and 0.3, 

but the cache size of the middle nodes is between 5 to 40 

with intervals of 5 units. In both scenarios, the goal was to 

achieve reliability between 0.8 and 0.9. The results of 

these two scenarios have been presented in the form of 

evaluation.  

4-1- Transmission Cost 

Given the energy constraints on sensor nodes and the 

direct relationship between energy consumption and the 

number of transmissions made by the nodes, a cache 
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management system should try to minimize the number of 

transmissions needed to send a packet from source to 

destination. We define the transmission cost as the average 

number of transmissions required to send a packet from 

source to destination. In this subsection, we will examine 

the transmission cost in the proposed methods. Figure 3 

and Figure 4 show the transmission cost in comparative 

methods for different error rates and cache sizes.  

 

Fig. 3 Investigation of transmission costs in the proposed method and the 

based method with different error rates 

 

Fig. 4 Investigation of transmission costs in the proposed method and the 

based method with different cache sizes 

4-2- End-to-end Delay 

The delay calculated in this section is based on the 

definition of end-to-end delay. End-to-end delay is the 

time between the first sending of a packet and the 

successful receipt of the packet sent to the destination. 

Figure 5 and Figure 6 illustrates the end-to-end delay. 

 

Fig. 5 Delay of sent packets at different error rates 

 

Fig. 6 Delay of sent packets with different sizes 

 

4-3- Cache Use 

Figure 7 and Figure 8 show the cache use in the middle 

nodes for different scenarios in the proposed methods. 

 

Fig. 7 Cache use with different error rates 
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Fig. 8 Cache use with different cache sizes 

4-4- Throughput 

Throughput as another service quality parameter, plays an 

important role in determining the quality of the compared 

methods. Therefore, in this section, the throughput is 

examined. In Figure 9 and Figure 10, the throughput of 

each method is reported for different scenarios. 

 

Fig. 9 Throughput with different error rates 

 

Fig. 10 Throughput with different cache sizes 

 

5- Conclusion and Future Works 

Wireless sensor networks are widely used to perform 

automation in many applications. The WSN is used in both 

attended and unattended environments such as the Internet 

of Things, smartphones, health monitoring, surveillance, 

volcano monitoring, border surveillance, and more The 

IoT-based WSN is emerging rapidly because of its 

versatility and economic nature.In many applications of 

wireless sensor networks, providing reliability and healthy 

delivery of the packet to the destination is of great 

importance. Reliability is one of the tasks of the transport 

layer in these networks, which gives the network the 

ability to deliver data sent to the receiver securely. In this 

paper, a protocol for providing statistical reliability for 

multiple traffic flows using dynamic caching capability is 

presented. In order to make optimal use of memory and 

energy, distributed dynamic caching methods have been 

considered. On the other hand, in many applications of 

wireless sensor networks, providing 100% reliability is not 

considered and statistical reliability is also required. In this 

dissertation, a new protocol for recovering lost packets in 

these networks has been presented, which has the following 

features: 

• Suitable for applications that need to provide statistical 

reliability. Naturally, this protocol can also be used for 

applications with 100% reliability. 

• Ability to support various flows with different 

characteristics (different packet lengths). 

• Act in caching mode to balance energy consumption and 

memory. 

• In calculating the probability of loss, all the factors that 

produce loss, including channel noise, node failure, and 

congestion, are considered as the input of the deep 

learning network. 

• Caching points are dynamic and are dynamically 

determined according to the needs of traffic flows and 

network conditions. 

• Has the ability to support different traffic classes. 

• Can be extended to heterogeneous wireless sensor 

networks. Implementations of different scenarios in the 

results show that the proposed method works better in 

examining the evaluation criteria of transmission costs, 

end-to-end delays, cache use, and throughput. 
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Abstract  
The data are stored on the memory of the classical computer in small units of classical bits, which could be either 0 or 1. 

However, on a Quantum Computer, The Quantum States of each Quantum Bit (Qbit), would be every possible number 

between 0 and 1, including themselves. By placing the photons on a special state, which is a spot located at the middle of 

the two-dimensional space vectors (
 
 
)  and (

 
 
)  on the Unit Circle, which is called Superposition and we can take 

advantage of properties of this state when we place lots of vectors of N-dimensional spaces in superposition and we can do 

a parallelization and factorization for getting significant speedup. In fact, in Quantum Computing we are taking advantage 

of Quantum Dynamic Principles to process the data, which Classical Computers lack on, by considering the limitations of 

logical concepts behind them. Through this paper, we expand a quantum algorithm for the number of n Qbits in a new way 

and by implementing circuits using IBM-Q Experience, we are going to have some practical results, which are more 

obvious to be demonstrable. By expanding the Quantum Algorithms and using Linear Algebra, we can manage to achieve 

the goals at a higher level, the ones that Classical Computers are unable to perform, as machine learning problems with 

complicated models and by expanding the subject we can mention majors in different sciences like Chemistry (predicting 

the Structure of proteins with higher percentage accuracy in less period), Astronomy and so on. 

 

 

 

Keywords: Quantum Computer; Quantum Dynamics; Unit Circle; N-dimensional Space; IBM-Q Experience. 
 

1- Introduction 

Nowadays, the act of factorization in mathematics is so 

popular among scientists and also engineers due to the 

extensive applications coming with it. Applications such 

as the optimization of the processing algorithms, which 

are exclusively written to be processed on Graphics 

Processing Units, which can run a lot faster than Central 

Processing Units due to their special parallelization and 

so on [1, 2]. Another capability of factorization is that it 

can help us solve differential matrix equations on a large-

scale and would be practical in Linear Algebra [3], 

therefore it would be practical in computer science by 

considering the foundation of computers, which every 

classical bit is defined by matrices and the operation on 

them would be matrices and matrices are coming from 

Linear Algebra [4], therefore it is directly related to 

computer science. For example, it has been proved we 

can pull out more functional properties of some specific 

data across non-linear mappings, negative valued data 

processing, and also reviewing the data with only known 

relationships with them and all the three mentioned 

properties have been obtained by using the non-negative 

matrix factorization in a publication [5]. This subject is 

not related just to some specific branches of science and 

it is useful in many subjects. As an example, the 

simulation of materials is so important, given that if it 

would be possible to simulate the exact construction of a 

specific protein, then we would be able to cure many 

diseases since many of them are caused by the lack of 

some protein or shortages in the structure proteins [6]. 

By considering the amino acids, which are the main 

formational units of proteins, they can create many 

different types of proteins, according to the chemical 

structure they have and the types of chemical structure 

they can form. By expanding the data range, we are 
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going to need much more power and resources to process 

the data, but we can use some factorization methods to 

factor and classify data, which would be easier for 

computers to process and simulate but sometimes it 

becomes impossible to do such calculations using the 

classical computers, the ones which are working with 

classical bits [7]. 

Classical computers are too weak to process a huge 

amount of data using some algorithms and it may take 

thousands of years to get the results, so it would be 

useless in that case. This occurs due to their classical 

properties and their physical limitations [8]. we are going 

to be more precise on this subject, we are going to check 

a paper, which has been published and it is concentrated 

on reviewing some machine learning methods to 

calculate the protein secondary structure prediction. 

Proteins are molecules, which carry out essential 

subordinates in almost all operations in the human body. 

They are made up of amino acid macromolecules and 

there are about 500 amino acids out there but 20 of them 

are coded by the genome to construct the necessary 

proteins for the human body. In summary, by 

considering a collection of n amino acids, 2n types of 

proteins with different constructions are possible to build. 

As a result, for 250 amino acids, we are going to have, 

2250 proteins, which is a large number of species and it 

needs a very long time, so many powerful hardware and 

so much power source to calculate every possible state, 

which is not efficient [9]. 

Decades ago, a scientist presented another method of 

computation varying from classical computation and it is 

called Quantum Computation, which uses Qbits rather 

than Classical bits. As we know, classical bits can be in 

either two states of 0 or 1, which are presented by (
 
 
) as 

0 and (
 
 
) as 1 and there are the only states, which a 

classical bit can be at a time, but in quantum computation 

a Qbit, which has the same functionality as the bits in 

Classical Computing, but it can be in more states at a 

time. A Qbit can be 0 or 1 or both the 0 and 1 together, 

which is a quantum property of the underlying atomic 

particles. This is called ―Super Position‖ in Quantum 

Mechanics [10]. Scientists are using these properties to 

their advantage. Superposition means, that an Electron 

could be in both of the 0 and 1 states at once. According 

to the cause, Quantum Bits include Classical Bits as 

special states. These underlying atomic particles have 

more weird properties such as ―Entanglement‖ and 

―supremacy‖ [11], which we are not going to talk about 

and the superposition is the most important part of our 

research. Another useful feature of a Quantum Computer 

is, that it is reversible, which works this way, because of 

its physical properties and limitations and we are going 

to take advantage of this property later on. There are four 

primary operations, which can be done on a single bit of 

information including, Identity, Negation, Constant-0 

and Constant-1, which we are going to have more focus 

on, later in this paper. For an introduction, Identity and 

Negation are reversible, but Constant-0 and Constant-1 

are irreversible and we are going to have to write them in 

a reversible way. By knowing a factor like being 

reversible or irreversible of an unknown function, we can 

do the factorization to get more properties of that 

function, which is very useful, as described earlier. In a 

classical computer, it can take 2 queries to process it by 

having one bit as an input to know if our unknown 

function is irreversible or not, whereas a quantum 

computer would do it on a single query, which is a 

massive speedup. As a result, for every 2 bits, we are 

going to need a single query, which is half the time and 

at the end, we are going to need √(2^n ) queries for n 

bits. 

At first, we had an abstract of the whole paper. After that, 

we considered four sections in the introduction. In the 

first part of the introduction, we checked the importance 

and the capabilities of the factorization operation, then 

we reviewed the lack of classical computers in 

calculating the properties of unknown functions in order 

to factor and classify those properties. After that, by 

addressing the quantum mechanics and quantum 

computer properties, we claimed we are able to do a 

calculation to get the mentioned property on a quantum 

computer with half the time for getting the same result 

on a classical computer. Now we are reviewing the 

sections of the paper and then we are going to have the 

algorithm of doing the calculation on a quantum 

computer on paper and the result of an experiment on a 

real quantum computer using the cloud-base framework 

IBM has introduced for the researchers to have access to 

real quantum computers by aiming the real experiments 

on real quantum computers. At last, we are going to have 

a discussion and then the references. By using the 

mentioned methods and, at most of them, we must do the 

whole calculations of the existing entities of the function 

to get to know more about the features of the function in 

order to do some factorizations regarding to increase the 

pace of further calculations. 

 

2- Related Works 

Major In general, mathematical thinking and 

computation has been doing an important role in our 

lives and the advancement of various sciences. We are 

going to discuss a number of the related research jobs, 

which has been done in this area a few years ago and we 

are going to know the importance of the discussed 

subject in the following section. Our special subject in 
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the discussion would be the pros of mathematical 

factorization on algorithms and the approach to it. 

A recent work, which has been done earlier, shows the 

benefits of Maximization-Factorization Statics on an 

advance in computer science, which is Blockchain 

Technology and also Internet-of-Things, which has been 

published in IEEE Internet of Things Journal. The pros 

include using less memory and power and also they are 

the less iteration to converge to the consensus solution 

and easiness to configure the complete mathematical 

model as per the requirement [12]. Another work has 

been published on PPoPP '21: Proceedings of the 26th 

ACM SIGPLAN Symposium on Principles and Practice 

of Parallel Programming, in which the authors have 

proposed a method of deriving parallel I/O lower bounds 

for the programs and they derive COnfLUX, an LU 

algorithm with the parallel I/O cost of 

N3/([EQUATION]) communicated elements per 

processor - only 1/3× over our established lower bound, 

which would be considered as a massive speedup [13]. 

Through another one, the authors show, that the D-Wave 

2X can be effectively used as part of an unsupervised 

machine learning method. The used method takes a 

matrix as input and produces two low-rank matrices as 

output—one containing latent features in the data and 

another matrix describing how the features can be 

combined to approximately reproduce the input matrix. 

Despite the limited number of bits in the D-Wave 

hardware, this method is capable of handling a large 

input matrix. The D-Wave only limits the rank of the two 

output matrices. They applied their method to learn the 

features from a set of facial images and compare the 

performance of the D-Wave to two classical tools [14]. 

Another job, which has been published on IEEE Access, 

proposes two techniques for overcoming load-imbalance 

encountered when implementing so-called look-ahead 

mechanisms in relevant dense matrix factorizations for 

the solution of linear systems. The first technique 

promotes worker sharing (WS) between the two tasks, 

allowing the threads of the task that completes first to be 

reallocated for use by the costlier task. The second 

technique allows a fast task to alert the slower task of 

completion, enforcing the early termination (ET) of the 

second task, and a smooth transition of the factorization 

procedure into the next iteration [15]. In another research, 

a person named Reid Atcheson, who is a Ph.D. in 

Computational and Applied Mathematics, proposed a 

way to use non-Euclidean norms to formulate a QR-like 

factorization which can unlock interesting and 

potentially useful properties of non-Euclidean norms - 

for example, the ability of l1 norm to suppresses outliers 

or promote sparsity. At the end of his paper, he 

confirmed the results using python [16]. Through another 

work, the authors propose a novel solution to this 

problem: at the mathematical level, we reduce the 

computational requirement by exploiting the data 

sparsity structure of the matrix off-diagonal tiles utilizing 

low-rank approximations; and, at the programming-

paradigm level, we integrate PaRSEC, a dynamic, task-

based runtime to reach unparalleled levels of efficiency 

for solving extreme-scale linear algebra matrix 

operations. The paper has been published on PASC '20: 

Proceedings of the Platform for Advanced Scientific 

Computing Conference [17]. In another research, the 

authors have proposed to factorize the matrix using a 

―lattice HH-matrix‖ format that generalizes the BLR 

format by storing each of the blocks (both diagonals and 

off-diagonals) in the HH-matrix format. These blocks 

stored in the HH-matrix format are referred to as lattices. 

Thus, this lattice format aims to combine the parallel 

scalability of BLR factorization with the near-linear 

complexity of HH-matrix factorization. At the very first 

step, they compared factorization performances using the 

HH-matrix, BLR, and lattice HH-matrix formats under 

various conditions on a shared-memory computer. The 

performance results show that the lattice format has 

storage and computational complexities similar to those 

of the HH-matrix format, and hence a much lower cost of 

factorization than BLR [18]. In another research, the 

authors describe efficient algorithms for computing rank-

revealing factorizations of matrices that are too large to 

fit in RAM, and must instead be stored on slow external 

memory devices such as solid-state or spinning disk hard 

drives (out-of-core or out-of-memory). They propose 

separate methods. The first is a blocked version of 

column pivoted Householder QR, organized as a "left-

looking" method to minimize the number of write 

operations (which are more expensive than reading 

operations on a spinning disk drive). The second method 

results in a so-called UTV factorization which expresses 

a matrix A as A=UTV× where U and V are unitary, and 

T is triangular. This method is organized as an 

algorithm-by-blocks, in which floating-point operations 

overlap read and write operations [19]. In another work, 

the authors proposed a distributed high-performance 

parallel implementation of the BPMF using Gibbs 

sampling on shared and distributed architectures. They 

have shown by using efficient load balancing using 

work-stealing on a single node, and by using 

asynchronous communication in the distributed version 

they beat state-of-the-art implementations [20]. Through 

another paper, which has been published in IEEE 

Transactions on Services Computing, they addressed a 

privacy bug in clouds by presenting a novel outsourced 

scheme for NMF (O-NMF), which aims to lessen clients' 

computing burden and tackle security problems faced by 

outsourcing NMF [21]. Through another research, which 

has been published in 2017 IEEE International Parallel 

and Distributed Processing Symposium Workshops 

(IPDPSW), Batch matrix operations address the case of 
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solving the same linear algebra problem for a very large 

number of very small matrices. They focused on 

implementing the batch Cholesky factorization in CUDA, 

in single-precision arithmetic, for NVIDIA GPUs and 

also the benefits of using noncanonical data layouts, 

where consecutive memory locations store elements with 

the same row and column index in a set of consecutive 

matrices [22]. In another work, the authors provide a 

comprehensive survey of mixed-precision numerical 

linear algebra routines, including the underlying concepts, 

theoretical background, and experimental results for both 

dense and sparse linear algebra problems [23]. Through 

another work, the authors provide techniques for 

Supernodal Sparse Cholesky factorization on a hybrid 

multicore platform consisting of a multicore CPU and 

GPU. The techniques are the subtree algorithm, 

pipelining and, multithreading. The subtree algorithm 

minimizes PCIe transmissions by storing an entire 

branch of the elimination tree in the GPU memory (the 

elimination tree is a tree data structure describing the 

workflow of the factorization) and also reduces the total 

kernel launch time by launching BLAS kernels in 

batches [24]. In another job, the authors highlight the 

necessary development of new instrumentation tools 

within the PaRSE task-based runtime system to leverage 

the performance of low-rank matrix computations. They 

demonstrate the benefits of these amenable tools while 

assessing the performance of TLR Cholesky 

factorization from data distribution, communication-

reducing, and synchronization-reducing perspectives. 

The mentioned tool-assisted performance analysis results 

in three major contributions: a new hybrid data 

distribution, a new hierarchical TLR Cholesky algorithm, 

and a new performance model for tuning the tile size. 

The new TLR Cholesky factorization achieves an 8X 

performance speedup over existing implementations on 

massively parallel supercomputers, toward solving large-

scale 3D climate and weather prediction applications 

[25]. And finally, in the last mentioning paper, the 

authors present a multithreaded method for Supernodal 

Sparse Cholesky factorization on a hybrid multicore 

platform consisting of a multicore CPU and GPU. The 

mentioned algorithm can utilize concurrency at different 

levels of the elimination tree by using multiple threads in 

both the CPU and the GPU. The elimination tree is a tree 

data structure describing the workflow of the 

factorization. The results on a platform consisting of an 

Intel multicore processor along with an Nvidia GPU 

indicate a significant improvement in performance and 

energy over a single-threaded Supernodal algorithm [26]. 

 

Table 1: Presenting the Related Works with Details 

Number Publication Description Efficiency 

1 Kumar, G. et. al., 

Discussing an efficient 
statistical method with 

a proof-of-work 
consensus approach for 

cloud and fog 
computing 

Less iteration to converge to the consensus solution and easiness to configure the complete 
mathematical model as per the requirement and also less energy and memory are needed 

2 
Kwasniewski, 

G. et. al., 

Presenting a method of 
deriving parallel I/O 

lower bounds for Dense 
linear algebra programs 

Running on 1,024 nodes of Piz Daint, COnfLUX communicates 1.6× less than the second-
best implementation and is expected to communicate 2.1× less on a full-scale and run on 

Summit 

3 Lang, N. et. al., 

Proposing efficient 
algorithms for solving 

large-scale matrix 
differential equations 

better performance of the proposed methods compared to earlier formulations 

4 
Likharev, K.K. 

et. al., 

The discussion of 
Fundamental 

limitations on the 
energy dissipated 

during one elementary 
logical operation 

The limits due to classical and quantum statistics are shown to lie well below the earlier 
estimates, k B T and ηϑ, respectively 

5 
Malley, D.O. et. 

al., 
 

Representing a novel 
computational 

architecture and have 
attracted significant 

interest 

The D-Wave 2X can be effectively used as part of an unsupervised machine learning 
method 

https://ieeexplore.ieee.org/author/38236896100
javascript:void(0);
javascript:void(0);
https://www.sciencedirect.com/science/article/pii/S0024379515002219#!
https://link.springer.com/article/10.1007/BF01857733#auth-K__K_-Likharev
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6 
Ostrouchov. et. 

al., 

Explaining the 
observed performance 

of sparse matrix 
factorization algorithms 
on parallel computers 

Finishing with a parameterized model that is capable of reproducing the full range of 
behavior within these bounds, including the speedups observed in practice 

7 
Prijatmoko, D. 

et. al., 

Quantifying changes in 
body composition and 
compare methods for 

measuring body 
composition in 

alcoholic cirrhosis 

With increasing severity of cirrhosis, total body water increased, whereas total body protein 
decreased with a significant decrease in serum albumin levels 

8 Steffen, P. et. al., 

Updating the compiler 
to include a parallel 

backend, launching a 
large number of 

independent threads 

Speedups ranging from 6.1× to 25.8× on an Nvidia GTX 280 through the CUDA libraries 

9 
MengTang. et. 

al., 

Presenting a 
multithreaded method 
for Supernodal sparse 
Cholesky factorization 
on a hybrid multicore 

platform consisting of a 
multicore CPU and 

GPU 

Improvement in performance and energy over single-threaded Supernodal algorithm 

10 
MengTang. et. 

al., 

presenting techniques 
for Supernodal sparse 
Cholesky factorization 
on a hybrid multicore 

platform consisting of a 
multicore CPU and 

GPU 

Improvement in performance and energy over CHOLMOD 

11 
Theurer, T. et. 

al., 

Introducing a rigorous 
resource theory 

framework for the 
quantification of 

superposition of a finite 
number of linear 

independent states 

Establishing a strong structural connection between superposition and entanglement 

12 
VanderAa, T. et. 

al., 

Proposing a distributed 
high-performance 

parallel implementation 
of the BPMF using 
Gibbs sampling on 

shared and distributed 
architectures 

Beating the state of the art implementations by using efficient load balancing and 
asynchronous communication 

13 
Wardah, W. et. 

al., 

Improving protein 
secondary structure 
prediction accuracy 

using neural networks 

Producing better protein secondary structure prediction from higher architecture complexity 

14 
Windley, P. F. et. 

al., 

The problem of 
transposing a matrix in 
the store of a computer 

Storing the data on the memory of a computer 

https://www.osti.gov/search/author:%22Ostrouchov,%20L%20S%22
https://www.osti.gov/search/author:%22Ostrouchov,%20L%20S%22
https://www.sciencedirect.com/science/article/abs/pii/001650859391083T#!
https://www.sciencedirect.com/science/article/abs/pii/001650859391083T#!
https://www.sciencedirect.com/science/article/pii/S1877050917308918#!
https://www.sciencedirect.com/science/article/abs/pii/S1877750317312164#!
https://www.sciencedirect.com/science/article/pii/S187705091730501X#!
https://www.sciencedirect.com/science/article/abs/pii/S1476927118305012#!
javascript:;
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15 
Yamazaki, I. et. 

al., 

Parallelizing the LU 
factorization of a 

hierarchical low-rank 
matrix (HH-matrix) on 
a distributed-memory 

computer 

Lower cost of factorization, which leads to a faster one 

16 

Zhang, D. et. al., 

 

Extend the original 
non-negative matrix 

factorization to kernel 
NMF 

Extracting more efficient features, dealing with data through knowing the relations, 
processing negative values 

 

3- Proposed Method 

3-1- Problem Statement 

As we all know, the four primary operations on a single bit 

of information are Identity, Negation, and Constants, 

including Constant-0, and Constant-1. As an intro, Identity 

and Negation are reversible but the Constants are 

irreversible. The proof is specified. A bit of information, 

which is either 0 or 1 and is stored on a Classical 

Computer and are considered as vectors. They are 

presented by (
 
 
) and (

 
 
), which are presenting the state 0 

and 1 in order. The operations are also considered by 

matrices. By considering the multiplication of an operation 

into a bit, we are going to have a vector, which is the new 

state of the mentioned bit. Regardless of the state of the 

entry bit, the Constants Matrices and the results are going 

to be the same in every possible way, due to the essence of 

their construction, so they are irreversible and the vice 

versa applies to Identity and Negation. We can do some 

factorization by knowing the features of a function, which 

would give us the ability of faster processing. It can even 

make some impossibilities, possible due to the physical 

limitations of our processing units. To know if a function 

is reversible or not, it can take up to thousands of years to 

do the whole process on a classical computer. Imagine we 

have a single bit of entry information, it would take two 

queries for us to get to know if the function is reversible or 

not (by considering that we do not much information of 

our function, which would be so valuable in many areas in 

different sciences as Analytical Chemistry since it could 

help us generating new constructions of materials by 

solving useful equations). We should input 0 and 1 each 

time to get the results and then we can recognize if it is 

reversible or not by comparing the outputs of each query. 

For two bits, again we should test every possible state of 

each bit, which would be 4 queries. In summary, we 

should have two to the power of n (2n) for n bits of entry 

information. Now consider we have a function with 

thousands of entries and we want to know if it is reversible 

or not. In a simple word, we cannot calculate it, because it 

takes thousands of years to be processed and we are going 

to represent a way to calculate the mentioned factor of a 

function with n bits of entry information in a single query 

on a quantum computer, which would take infinite years of 

calculations on a classical one [27]. 

 

 

 

Fig. 1 Proposed beam former 

3-2- Necessary Basics of Quantum Computing  

In quantum computing, unlike the classical one, we have 

more than two states for each bit. A Quantum bit could be 

in the states of 0 and 1 and both and every possible 

number between them as states. According to this 

definition, the states of a classical bit would be a part of 

the states of a quantum bit, which is more recognizable in 

figure 2. 

 Fig. 2  The comparison of a classical bit (Cbit) with a quantum bit (Qbit) 

 

 

https://journals.sagepub.com/doi/abs/10.1177/1094342019861139
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3-3- Tensor Product  

We represent the quantum state of 0 by |0⟩ and 1 by |1⟩. As 

we discussed earlier, we represent states of a bit using 

vectors, which is an m×1 matrix, in which m=2^n and we 

are able to represent it as the Tensor Products of n 2×1 

vectors, which would be a lot helpful later on [28]. A 

Tensor Product of n vectors is: 

 
(1) 

  

Fig. 3  The representation of Tensor Product using shapes (which is 
similar to the chemical structure of materials) 

3-4- Quantum Gates 

There are a number of quantum gates out there, but we 

need a few of them and we will discuss them [29]. 

3-4-1 CNOT Gate 

CNOT gate is a 4×4 matrix and it changes the last two 

elements of the 4×1 matrix (Tensor Product of two 

vectors) [30]. It is represented by: 

 
(2) 

3-4-2 Bit-Flip Operator 

It is the Negation in Classical Computing and is used to 

produce the symmetry of the input state [31]. The matrix 

is: 

 
(3) 

3-4-3 Hadamard Gate 

This gate takes the input into a superposition, which is one 

of the four states: 

 
(4) 

3-4-4 Identity and Constants 

These are represented and called as the same as Classical 

Computing environment. Identity, Constant-0 and 

Constant-1 are represented in order: 

 
(5) 

3-5- Irreversible Quantity 

Quantum Computers are irreversible devices, which means 

we do not have the ability to perform irreversible 

operations in the same way of reversible ones, as we were 

acting on classical computers [32]. It is not permitted by 

the physical reality according to the quantum mechanics 

and properties of a quantum computer. To solve this 

problem, we can have two Qbits as an entry instead of one. 

 
Fig. 4  The solution for having irreversible functions on a reversible 

computer 

The input, which is labeled by output could be either 0 or 

1 and there is not much difference between them, because 

the answer would be symmetry if we use the other one. In 

this particular subject, we use |0⟩. The important output to 

us would be the one, which has been labeled by output, 

which the function would operate on. Now we can 

reversibly use Constants. 

3-6- Method 

Now we are going to calculate an algorithm on a single 

Qbit using one query to get to know if the unknown 

 

𝑎0
𝑎1
…
𝑎𝑛

  ⊗  

𝑏0
𝑏1
…
𝑏𝑛

  ⊗ … ⊗  

𝑧0
𝑧1
…
𝑧𝑛

  =  

𝑎0 ∗ 𝑏0 ∗ … ∗ 𝑧0
𝑎1 ∗ 𝑏1 ∗ … ∗ 𝑧1

…
𝑎𝑛 ∗ 𝑏𝑛 ∗ …∗ 𝑧𝑛

  

 

1  0  0  0
0  1  0  0
0  0  0  1
0  0  1  0
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function is reversible or not in which we should have two 

queries on a classical computer [33]. We are going to need 

two Qbits as entries for each Qbit. At first, we are going to 

get them through a Bit-Flip operator and then a Hadamard 

Gate, and after that we will apply our unknown function 

and at the end another Hadamard Gate and finally 

measuring the results. So it would look like this: 

 Fig. 5  The implemented Quantum Gates 

4- Results and Discussion 

At first, we apply the Bit-Flip and then the Hadamard Gate 

which gives the down results (by considering both the 

inputs at the state of |0⟩): 
Output

1
: 

 
(6) 

Input: 

 
(7) 

Now we apply each of the four primary gates and the 

Hadamard on them separately. 

Constant-0: 

Output: 

 

 
(8) 

Input: 

 

 
(9) 

So the result of measuring Constant-0 would be |11⟩. 
Constant-1: 

 

 

                                                           
1 A matrix can be represented in several ways. The best way to do this on 

a paper is to write it linearly. For example, the matrix 

 

𝑎    𝑎   …   𝑎 𝑛
𝑏    𝑏   …   𝑏  
…    …    …    …
𝑧𝑛   𝑧𝑛  …   𝑧𝑛 

 , which is a m × n matrix and it could be 

represented by: 

[(a11,a12,…,a1m) (b21,b22,…,b2m)… (zn1,zn2,…,znm)]T, which saves 
a lot of space. 

 

 

Output: 

 
(10) 

Input: 

 
(11) 

As we see, the result of measuring Constant-1 would be 

|11⟩ too. 

Identity: 

Output: 

 
(12) 

Input: 

 
(13) 

As a result, the measurement result of Identity was |  ⟩  
Negation: 

Output: 

 
(14) 

Input: 

 
(15) 

The result was the same as Identity, which is |01⟩. As you 

saw, the results of the Identity and Negation were equal 

(|01⟩), and the same happened for Constants (|11⟩). It is 

now proved that we can run the whole process on a single 

query, in which we need two queries on a classical 

computer. For one entry Qbit if the result comes out |01⟩, 
then the function is reversible, but if we get |11⟩, then the 

function would be irreversible. We are going to discuss the 

n Qbits through the next table. 

 

 

 

 

 

 

 

 

 

 

[(0,1)(1,0)]T × [1,0]T = [0,1]T , [(1/√2, 1/√2)(1/√2, -1/√2)]T × [0,1]T = [1/√2 , -1/√2]T 

[(0,1)(1,0)]T × [1,0]T = [0,1]T , [(1/√2, 1/√2)(1/√2, -1/√2)]T × [0,1]T = [1/√2 , -1/√2]T 

[1/√2 , -1/√2]T (No changes are applied) , [(1/√2, 1/√2)(1/√2, -1/√2)]T × [1/√2 , -1/√2]T = 

[0,1]T = |1⟩ 

[1/√2 , -1/√2]T (No changes are applied) , [(1/√2, 1/√2)(1/√2, -1/√2)]T × [1/√2 , -1/√2]T = 

[0,1]T = |1⟩  

[(0,1)(1,0)]T × [1/√2 , -1/√2]T = [-1/√2 , 1/√2]T ,  

  [(1/√2, 1/√2)(1/√2, -1/√2)]T × [-1/√2 , 1/√2]T = [0,1]T = |1⟩ 

[1/√2 , -1/√2]T (No changes are applied) , [(1/√2, 1/√2)(1/√2, -1/√2)]T × [1/√2 , -1/√2]T = [0,-

1]T = |1⟩ 

[1/√2 , -1/√2]T (No changes are applied) ,   [(1/√2, 1/√2)(1/√2, -1/√2)]T × [-1/√2 , 1/√2]T = [0,1]T 

= |1⟩ 

[(1,0,0,0)(0,1,0,0)(0,0,0,1)(0,0,1,0)] ×[ [1/√2, -1/√2]T ⊗ [1/√2, -1/√2]T ]T 

= [1/√2, 1/√2]T ⊗ [1/√2, -1/√2]T , [(1/√2, 1/√2)(1/√2, -1/√2)]T × [1/√2, 1/√2]T = [0,1]T 

= |0⟩ 

[(0,1)(1,0)]T × [1/√2, -1/√2]T =  [-1/√2, 1/√2]T , [(1/√2, 1/√2)(1/√2, -1/√2)]T × [-1/√2, 1/√2]T = 

[0,-1]T = |1⟩ 

[(1,0,0,0)(0,1,0,0)(0,0,0,1)(0,0,1,0)] ×[ [1/√2, -1/√2]T ⊗ [1/√2, -1/√2]T ]T 

= [1/√2, 1/√2]T ⊗ [1/√2, -1/√2]T , , [(1/√2, 1/√2)(1/√2, -1/√2)]T × [1/√2, 1/√2]T = [0,1]T 

= |0⟩ 
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Table 2: Expanding the algorithm for n Qbits 

Number 

of Qbits 
Reversible Irreversible 

1 
|01⟩ |11⟩ 

2 |0011⟩ |1111⟩ 

3 |000111⟩ |111111⟩ 

… … … 

n |00…011…1⟩ |11…1⟩ 

 

By considering the calculations, we can say for n Qbits as 

entry, we are going to need 2×n Qbits of memory due to 

the properties, which discussed earlier, and then we would 

apply the algorithm and we will face two conditions, a 

state including 2×n of 1s which is |11…1⟩ and we can 

conclude that the function is irreversible, but if we face a 

state including n×0s and n×1s which would be 

|00…011…1⟩, then the function is reversible. We got it in 

a single query. 

5- Main Difference Between the Method and 

Shor’s Algorithm 

As you have observed, we have proven it is possible for 

the purposed method to function as well as Shor’s 

algorithm, by the difference that other existing methods 

require much more complicated circuits than the method 

given in this paper. We will be comparing a few of them 

with the method brought up in this paper at the following 

table. The table is consisting of the best existing 

algorithms by considering required random access 

memory and the estimated time to implement the 

algorithm in order to get the hidden features of the given 

function, and as it is observable, the one brought up on this 

paper is going to get us going less than a minute by 

considering the implemented circuit and also the number 

of qubits, which we are going to need and in this case it 

would be two Qbits. 

Table 3: Publications in this area 

Publication 

Number of 

bits/Qbits 

required for 

the 

implementation 

of n bits/Qbits 

Estimated 

time (s) 

Kumar, G. et. al.,  
1024 

 
(≈) > 150 

Kwasniewski, 
G. et. al., 

 
512 

 
(≈) > 70 

 

Lang, N. et. al.,  
128 

 
(≈) > 20 

Likharev, K.K. 
et. al., 

 
16 

 
(≈) > 4 

Our proposed 
method 

 
2 

 
(≈) > 1 

6- Applying the Method on a Real Quantum 

Computer 

IBM is a high-tech industry, which does an important role 

in the United States economy [34]. The concentration of 

such high-tech companies is on the combination of 

Science, Technology, Engineering, and Mathematics, 

which is called STEM for short [35]. It is one of the fewest 

industries, which has Quantum Computers. They provided 

a framework for scientists and engineers to do their 

research on real Quantum Computers online. It is called 

Qiskit, which has been written in python and is open 

source and free to use [36]. By creating an account on the 

IBM website, we got access to real Quantum Computers 

and have done a short process, due to the number of 

processes and also physical limitations, so we could do it 

on two Qbits, which has been considered for a single bit of 

entry. We have done it by defining the necessary gates and 

entries to get it into a lineup, which has been established 

by IBM and when it is our turn, after getting checked by 

their agents, they processed it on a real Quantum 

Computer and sent us back the results. We have calculated 

the results of each primary operation on a single Qbit, in 

which we need two of them and we have exported all the 

data we entered including the source codes and the 

graphical figure of the implemented gates and also we 

exported the results we got from the calculations including 

the plots of the probabilities and amplitudes on 

computational basis states and an extra 3D Q-sphere, 

which is the exact state of the Qbit and it is represented in 

a 3D plot but we are unable to put it on the paper, due to 

its 3D feature, but we put a 2D version of it on the paper. 

6-1- Constant-0 

The source code of the four designed circuits is available 

at: 

https://github.com/sepehrgoodarzi6/The-four-primary-

operations-on-a-Qbit.git 

By measuring the results of the Qbits, we got the results 

showing on plots a 3D-sphere. According to the 

probability states and also amplitude, the measured 

probability of states of Qbits is a hundred percent |11⟩1
  

(which we have demonstrated in the previous section). 

                                                           
1
 There is no certainty in Quantum Mechanics and in fact, the probabilities are all we got, 

which are able to measure them so much faster than the certain results using classical 

computers and the point is that we are able to get to a point, which we can ensure we 

found the result we are looking for by repeating the calculation a few more time, which is 

still so much faster than any Classical Algorithm implemented on Classical Computers. 

https://ieeexplore.ieee.org/author/38236896100
javascript:void(0);
javascript:void(0);
https://www.sciencedirect.com/science/article/pii/S0024379515002219#!
https://link.springer.com/article/10.1007/BF01857733#auth-K__K_-Likharev
https://github.com/sepehrgoodarzi6/The-four-primary-operations-on-a-Qbit.git
https://github.com/sepehrgoodarzi6/The-four-primary-operations-on-a-Qbit.git
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Fig. 8  The implemented circuit for the Constant-0 test 

 

Fig. 9  The prediction of the probability states of Qbits of Constant-0 test 

 

Fig. 10  The amplitude on computational basis states of Constant-0 test 

 

Fig. 11  2D version of the 3D-sphere of Constant-0 test 

6-2- Constant-1 

According to the probability states and also amplitude, the 

measured probability of states of Qbits is a hundred 

percent |11⟩, exactly the same as the results we got from 

testing Constant-0.  

 

Fig. 12  The implemented circuit for the Constant-1 test 

 

Fig. 13  The prediction of the probability states of Qbits of Constant-1 

test 
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Fig. 14  The amplitude on computational basis states of Constant-1 test 

 

 

Fig. 15 2D version of the 3D-sphere of Constant-1 test 

6-3- Identity 

According to the probability states and also amplitude, the 

measured probability of states of Qbits is a hundred 

percent |10⟩, which varies from the results of the 

Constants. 

Fig. 16  The implemented circuit for the Identity test 

 

Fig. 17  The prediction of the probability states of Qbits of Identity test 

 

Fig. 18  The amplitude on computational basis states of Identity test 
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Fig. 19  2D version of the 3D-sphere of Identity test 

6-4- Negation 

According to the probability states and also amplitude, the 

measured probability of states of Qbits is a hundred 

percent |10⟩, which varies from the results of the Constants 

and is the same as Identity. 

 

Fig. 20 The implemented circuit for the Negation test 

 

Fig. 21 The prediction of the probability states of Qbits of Negation test 

 

Fig. 22 The amplitude on computational basis states of Negation test 

 

 

Fig. 23 2D version of the 3D-sphere of Negation test 

6-5- Results Review 

By measuring the results of the Qbits, we got the results 

showing on plots a 3D-sphere. According to the 

probability states and also amplitude, the measured 

probability of states of Qbits is a hundred percent |11⟩ 
(which we have demonstrated in the previous sections). 

According to the probability states and also amplitude, the 

measured probability of states of Qbits is a hundred 

percent |11⟩, exactly the same as the results we got from 

testing Constant-0. By considering the probability states 

and also amplitude, the measured probability of states of 

Qbits of Negation is a hundred percent |10⟩, which varies 

from the results of the Constants. 
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According to the probability states and also amplitude, the 

measured probability of states of Qbits is a hundred 

percent |10⟩, which varies from the results of the Constants 

and is the same as Identity. 

By having this information, we are going to be able to 

predict the results of these sorts of functions by testing two 

opponents of them. 

7- Conclusions 

In summary, we can model every single quantum bit of 

information existing all around the world, including the 

quantum world or many observable entities in a 

mathematical way, which would be Linear Algebra and by 

taking advantage of the principles of Quantum Dynamics, 

we can speed up the calculations by outperforming the 

best classical algorithms, which are implemented on the 

classical computers. By having these kinds of information, 

we are going to be able to predict the results of these sorts 

of functions by testing two opponents of them instead of 

calculating the whole entities, and by this method, we are 

going to be able to increase the pace of the calculations at 

a high rate. By speeding up the calculations, we can 

achieve the results of the most complex problems, which 

we are dealing with now, the ones we were not able to 

solve even in years and they took thousands of years like 

the ability to predict every possible Secondary Structure of 

Proteins and so on. But since the middle of the late 90th 

century, scientists have proved we can process them in a 

short amount of time if we have the real Quantum 

Computers with real Quantum Processors and now, we are 

achieving that goal. The only restriction of this method is 

that we cannot use it for Non-Quantum processing, and 

also they are not applicable in all subject of areas. In a few 

years, we are going to have a massive revolution in all the 

subject areas of Science and Technology.  
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Abstract  
Optimization problems are becoming more complicated, and their resource requirements are rising. Real-life optimization 

problems are often NP-hard and time or memory consuming. Nature has always been an excellent pattern for humans to 

pull out the best mechanisms and the best engineering to solve their problems. The concept of optimization seen in several 

natural processes, such as species evolution, swarm intelligence, social group behavior, the immune system, mating 

strategies, reproduction and foraging, and animals’ cooperative hunting behavior. 

This paper proposes a new Meta-Heuristic algorithm for solving NP-hard nonlinear optimization problems inspired by the 

intelligence, socially, and collaborative behavior of the Qashqai nomad’s migration who have adjusted for many years. In 

the design of this algorithm uses population-based features, experts’ opinions, and more to improve its performance in 

achieving the optimal global solution. The performance of this algorithm tested using the well-known optimization test 

functions and factory facility layout problems. It found that in many cases, the performance of the proposed algorithm was 

better than other known meta-heuristic algorithms in terms of convergence speed and quality of solutions. 

The name of this algorithm chooses in honor of the Qashqai nomads, the famous tribes of southwest Iran, the Qashqai algorithm. 

 

 

 

Keywords: Optimization; Meta-Heuristic algorithms; Qashqai Optimization Algorithm (QOA); Complexity; NP-hard 

problems; Swarm algorithms 
 

1- Introduction 

The concept of optimization has expanded from 

engineering design to financial markets, stock markets, 

hospitality, tourism, and from our day-to-day activities to 

vacation planning and from computer science to industrial 

applications. An organization strives to maximize profits, 

minimize costs, and maximize its efficiency. Even when 

planning our vacation plans, we want to maximize 

utilization at the least cost (ideally free). [1] 

Optimization problems categorize in terms of complexity 

into P problems, NP problems, NP-complete problems, and 

NP-hard problems. [2] The concept of problem complexity 

derived from computational complexity theory. Many of 

the critical issues are NP-hard, meaning that the time 

required to solve a sample in the worst-case grows 

exponentially with the size of the problem, so it isn't 

possible to solve such problems using exact methods in 

logical time. Many of our real-world problems are NP-hard, 

which means that a thorough and effective search is 

unlikely to meet our computational demand. [3] NP-hard 

problems include complex transportation network planning, 

data and computer network planning, human resources 

allocation, workshops, and machinery scheduling. 

The approximate algorithms are dividing into three 

categories: heuristic, meta-heuristic, and hyper-heuristic. 

The basic principles of approximation algorithms are 

constructive heuristics and local search methods. [4] 

The two main problems of the heuristic algorithms are 

their trapping at optimal local points and their early 

convergence. Heuristic algorithms presented to solve these 

problems. The main advantage of using meta-heuristic 

methods is the existence of limited assumptions in model 

formulation and no need for accurate search space 

information. At the same time, this is not the case in 

mathematical programming. Most nature-inspired or bio-
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inspired algorithms have been developed based on the 

successful evolutionary behavior of natural systems, 

learning from nature. Nature has solved complex problems 

for millions or even billions of years. In the environment, 

only the best and most sustainable solutions remain. [1] 

The steps in this article are shown in Fig 1, respectively. 

 

Fig. 1. Steps in this article 

Eventually, the innovation of this research and the main 

objective is as follows: 

 Presenting a novel Meta-heuristic algorithm with 

inspiration from Nomads' behavior, life, and 

Migration 

 Ability to search the answer space extensively. 

 It does not require gradient information.  

 Requires few parameters to adjust. 

 Find the optimal global answer or the near-optimal 

solution. 

 It is elite-oriented and concatenates particular 

importance to swarm intelligence. 

2- History of Meta-Heuristic Algorithms 

A meta-heuristic optimization algorithm is a higher-level 

heuristic method that can be applied, especially with little 

information and with few modifications to search and find 

the optimal solution to various optimization problems. The 

use of meta-heuristic algorithms substantially increases the 

ability to find high-quality solutions to solve severe 

optimization problems. The characteristic of these 

algorithms is the use of exit from optimal local mechanisms. 

[5] The characteristic feature of meta-heuristic algorithms 

is to inspire biological and natural systems to solve 

complex optimization problems. The capabilities of these 

algorithms include the ability to search for vast spaces in 

low time efficiently, no need for the derivative of the 

objective function, the ability to evade from the local 

optimal points, low computational cost, and easy 

mathematics. These features have made these algorithms 

very attractive today. The development of meta-heuristic 

algorithms began in 1960. In recent decades, due to the 

ability and capability of nature-inspired algorithms  

To solve various problems, the number of these algorithms 

has grown significantly and is growing. Fig 2 shows the 

cumulative number of meta-heuristic algorithms. [14] 
 

 

Fig. 2. The cumulative trend of presented Meta-Heuristic algorithms 

Meta-Heuristic algorithms used in many areas of 

engineering design including structural optimization in 

electronics, aerodynamics, fluid dynamics, 

telecommunications, automotive, machine learning, data 

mining, computational biology, chemistry, and physics 

detection, signal and image processing, routing, 

scheduling, logistics and transportation, and supply chain 

management. Meta-heuristic algorithms are a subset of 

computational intelligence or soft computing, which is itself 

a subset of artificial intelligence. Fig 3 shows the place of 

meta-heuristic algorithms in artificial intelligence. [15] 

 

Fig. 3. The place of Meta-Heuristic algorithms in artificial intelligence 

Fig 4 shows the general process of meta-heuristic 

algorithms to achieve the optimal solution. 
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Fig. 4. General process of meta-heuristic algorithms 

 Research Gap 
The classification of the literature is addressed in Table 1. [14] 

Table 1. List of meta-heuristic algorithms with their 

specifications Table 1 shows that no metaheuristic 

algorithm inspired by nomadic life and migration has been 

proposed so far.  

Therefore, the innovations of this research are: 

 Study of nomadic life and migration and cooperative 

way of life and the role of nomadic elites in guiding 

migration. 

 Presenting a novel meta-heuristic algorithm with 

high execution speed and achieving near-optimal 

solutions  

Presenting an algorithm with low parameters that require 

low parameter tuning. 

 

 

 

 

 

 

 

Table 1: List of meta-heuristic algorithms with their specifications 

Ref Brief Description Year Authors Algorithm Row  

[17] 

A new optimization algorithm inspired by red deer 

mating is developed. The Scottish red deer (Cervus 

Elaphus Scoticus) is a sub-species of red deer, which 

lives in the British Isles 

2020 

A. M. Fathollahi-Fard, M. 

Hajiaghaei-Keshteli, R. 

Tavakkoli-Moghaddam 

Red deer algorithm (RDA) 1 

[18] 

The F3EA algorithm is classified into the population 

based algorithm which simulates battleground and 

mimics the F3EA targeting process of object or 

installations selection for destruction in the warfare. 

2019 
A. H. Kashan, R. 

Tavakkoli-Moghaddam 

Find-Fix-Finish-Exploit-

Analyze (F3EA) meta-

heuristic algorithm 

2 

[19] 
The proposed algorithm is inspired by trees 

competition for acquiring light and foods 
2018 

A. Cheraghalipour, M. 

Hajiaghaei-Keshteli, M. M. 

Paydar 

Tree Growth Algorithm 

(TGA) 
3 

[20] This algorithm imitates the hunting habits of whales. 2016 
Mirjalili, Seyedali 

Lewis, Andrew 

Whale Optimization 

Algorithm 
4 

[21] 
Mimics from dragonflies behavior such as foraging 

and avoiding dangers. 
2016 Mirjalili, Seyedali Dragonfly Algorithm 5 

[22] 
Mimics foraging and organizational skills of African 

buffalos. 
2015 

Odili, Julius Beneoluchi 

Kahar, Mohd Nizam Mohmad 

Anwar, Shahid 

African Buffalo 

Optimization 
6 

[23] Inspired by ant lions hunting behavior. 2015 Mirjalili, Seyedali Ant Lion 7 

[24] This algorithm imitates the movement of ions. 2015 

Javidy, Behzad 

Hatamlou, 

Mirjalili, Seyedali 

Ions Motion Algorithm 8 

[25] 
Monarch butterflies' massive journey from North 

America to California and Mexico inspire it. 
2015 

Wang, Gai-Ge 

Zhao, Xinchao 

Deb, Suash 

Monarch Butterfly 

 Optimization 
9 

[26] Inspired by characteristics of the ecosystem. 2014 
Adham, Manal T 

Bentley, Peter J 

Artificial Ecosystem 

Algorithm 
10 

[27] Mimics the hierarchical leadership and hunting 2014 Mirjalili, Seyedali Grey Wolf Optimizer 11 

Create initial solutions in an acceptable solution space 

Select a set of solutions, apply operators and create new 

solutions 

Select new population from previous and new solutions 

Has the stop criterion 
satisfied? 

END 

STAR
T 
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Ref Brief Description Year Authors Algorithm Row  

behavior of grey wolves. Mirjalili, Seyed Mohammad 

Lewis, Andrew 

[28] 
Based on the  food searching strategy of a bird called 

a keshtel 
2014 

Hajiaghaei-Keshteli, 

Aminnayeri, MJASC 
Keshtel Algorithm 12 

[29] Imitates the black hole's features. 2013 Hatamlou, Abdolreza Black Holes Algorithm 13 

[30]  Electromagnetic problems inspire it. 2012 

Cuevas, Erik 

Oliva, Diego 

Zaldivar, Daniel 

Pérez-Cisneros, 

Sossa, Humberto 

Electro-magnetism 

Optimization 
14 

[31] The pollination process of flowers inspires it. 2012 Yang, Xin-She 
Flower Pollination 

Algorithm 
15 

[32] 
Emulates the krills behavior in herding and searching 

food. 
2012 

Gandomi, Amir Hossein 

Alavi, Amir Hossein 
Krill Herd 16 

[33] Imitates the echolocation behavior of bats. 2010 Xin-She Yang Bat Algorithm 17 

[34] 
Mimics the behavior of cuckoo in brood parasitic and 

levy flight. 
2009 

Yang, Xin-She and Deb, 

Suash 
Cuckoo Search Algorithm 18 

[35] Fireflies flashing light behavior inspired it. 2009 Yang, Xin-She Firefly Algorithm 19 

[36] 
Mimics the behavior of the imperialists in expanding 

their colonies. 
2007 

Atashpaz-Gargari, Esmaeil 

Lucas, Caro 

Imperialist Competitive 

Algorithm 
20 

[37] The gravitational force inspires it. 2003 
Webster, Barry 

Bernhard, Philip J 

Gravitational Search  

Algorithm 
21 

[38] 
The collaborative behavior of frogs inspires it in 

search of food. 
2003 

Eusuff, Muzaffar M 

Lansey, Kevin E 

Shuffled Frog Leaping 

Algorithm 
22 

[39] Honey bee's mating behavior inspires it. 2001 Abbass, HA 
Honey-bees Mating  

Optimization Algorithm 
23 

[40] 
It is inspired by the information exchange feature of 

chromosomes to generate better offspring. 
1997 

Storn, Rainer 

Price, Kenneth 
Differential Evolution 24 

[41] The intelligent movements of bird swarms inspire it. 1995 
Eberhart, Russell 

Kennedy, James 

Particle Swarm 

Optimization 
25 

[42] 

It is a Kind of evolutionary computation that has a 

knowledge component in addition to the population 

component. 

1994 Reynolds, Robert G Cultural Algorithms 26 

[43] The Darwinian evolution theory inspires it. 1989 Goldberg, David E Genetic Algorithm 27 

[44] 
Enhancement of local search by essential rules 

modifications. 
1986 Glover, Fred Tabu Search 28 

 

Dhiman and Kumar algorithms classify meta-heuristics into 

five categories of evolutionary algorithms, physics-based 

algorithms, swarm-based algorithms, biology-based 

algorithms, and nature-inspired algorithms. [6] Dalwani and 

Agrawal have inspired nature-based meta-heuristic 

algorithms into five categories of evolutionary algorithms, 

swarm-based algorithms, physics-based algorithms, 

biology-based algorithms, and other nature-inspired 

algorithms. [7] Memari and Ahmad classified the meta-

heuristic algorithms into three categories of single-solution 

algorithms, population-based algorithms, and hybrid 

algorithms. [8] Birattari and Pokotti classify meta-heuristics 

algorithms into four continuous and discontinuous, 

population-based and single- solutions, memory-based and 

memory-free, single-neighbor, and multiple-neighbor, static 

and dynamic objective function, inspired by nature, and 

without inspiration. They were divided by nature. [9] 

Rajporehit, Sharma, and colleagues classified the meta-

heuristic algorithms into three categories: evolutionary, 

logical search, and other nature-inspired algorithms. [10] 

Most meta-heuristic algorithms inspired by natural species 

problem-solving strategies. 

Features of algorithms inspired by species of insects, 

mammals, birds, and fishes include movement, routing, 

feeding, mating, reproduction, mass hunting, territorial 

protection, and risk aversion. The lifestyles of many 

species such as bacteria, frogs, dragonflies, fireflies, 

shrimp bunch, have also been inspired. Algorithms 

inspired by plant roots, photosynthesis, and pollination 

presented. Some of the natural Events, such as galaxies, 

river formation, chemical reactions, cloud formation, and 

crystals, gravitational forces, have also inspired to design 

the meta-heuristic algorithms. Algorithms inspired by 

sports competitions, training, learning, and imperialist 

competition also introduced as the smartest species 

inspired by the processes of human societies. Fig 5 shows 
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most of the articles presented in the field of meta-heuristic 

algorithms based on the source. [14] 
 

 

Fig. 5. Most of the papers in the field of Meta-Heuristic algorithms based 

on inspiration source (WOS source) 

Due to the complexity of problems and the changing real 
world from 2000 onwards, we see the introduction of new 
Meta-Heuristic algorithms to solve various problems. Also, 
according to the NFL

1
 theory proposed by Wolpert and 

McReady in 1997, there is no meta-heuristic algorithm 
suitable for solving all problems. For this reason, in this 
article, we have developed a new meta-heuristic algorithm 
inspired by the intelligent, cooperative, and social 
behavior of Qashqai nomads in their life and migration. 

3- Presenting the Novel Qashqai Optimization 

Algorithm (QOA)  

Organizing, designing, and testing the Qashqai Nomads’ 

meta-heuristic algorithm was implemented in seven steps 

as follows: 

3-1- Introducing Inspiration Source: Qashqai 

Nomads Life and Migration 

The history of the nomads’ life in Iran goes back about 

8,000 years. Since the nomadic livelihoods depend on 

livestock, they have to migrate between the areas of Qeshlaq 

(winter quarters) and Yilagh (Summer quarters) to avoid the 

overwhelming heat and cold needed to provide forage. 

Livestock, pasture, and migration are the three main pillars 

of immigrant human life. The nomad’s immigration based 

on a timing plan for the tribal power structure. It is subject 

to the opinions of the tribal elders and Experts as well as 

the climatic and weather conditions, thus making it the 

best time for nomadic families and livestock to move from 

Qeshlaq to Yilagh areas. It is determined based on local 

experience and knowledge gained over many years. 

                                                           
1  No Free Lunch 

Concerning the components and delicacies of the nomads’ 

lives and migration and to the swarm intelligence of the 

nomads’ movement over the many years that have resulted 

from the collective experience, perseverance, and 

collaboration of the tribe members, these experiences are 

transmitted from generation to generation intuitively and 

systematically. The name of this algorithm chosen in 

honor of the Qashqai tribe from the famous tribes of the 

southwest of Iran. [45-48, 55-57] 
 

 

Fig. 6. Qashqai Nomads 

3-2- The Basics of Algorithm Design 

An algorithm is a problem-solving procedure involving a 

finite set of commands that must define as step-by-step 

and carefully. Each algorithm has a specific starting point 

and stop point and must consider all possible scenarios in 

solving different problem scenarios. An algorithm to 

solve the problem requires two sources of time and 

memory space. The behavioral analysis indices of the 

algorithm are the rate of efficiency, robustness in 

computing, rate of convergence, intelligence, Self-

Adaptiveness, and error bound. 

The time complexity function of the algorithm is a 

function such as f (n) that determines the time required to 

execute an algorithm based on n. The Big-O symbol is one 

of the universal symbols in the complexity analysis of 

algorithms. This symbol uses to calculate the complexity 

of an algorithm's time or memory space. [11] 

The process of designing and implementing meta-heuristic 

algorithms has three successive stages. The first step is 

preparation, in which we need to get a detailed 

understanding of the problem we want to solve. The next 

step is called construction, the most important of which is 

to choose a solution strategy, to define performance 

metrics, and to design an algorithm for the solution 

strategy. The last step is implementation, in which 

utilization of the algorithm developed in the previous step, 

including parameter adjustment, performance analysis, and 

finally reporting of results, should be performed. 
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3-3- Method of Designing the Qashqai Optimization 

Algorithm (QOA)  

3-3-1- Creating an Initial Population (Initialization) 

Suppose tribe has n members, each having a starting point 

(from Yilagh to Qeshlaq and vice versa). The starting 

point of each tribe member is random in the problem space. 

3-3-2- Elite Selection (Elitism) 

A practical variant of the general process of constructing a 

new population is to allow the best organism(s) from the 

current generation to carry over to the next, unaltered. This 

strategy is known as elitist selection and guarantees that the 

solution quality obtained by the Meta-heuristic algorithm 

will not decrease from one generation to the next. [49] 

Usually, the tribes have their territory and are governed by 

Ilkhan or Il Big, under their leadership and management. 

Clan elders have rich experience of the best and the least 

risky paths to their memory and rely more on it in choosing 

paths. However, younger members of the tribe have a 

shorter experience and mind, so they are less likely to refer 

to their memory and rely more on their previous position. In 

contrast, the elders of the tribe are less likely to take their 

next place as their next move. This item has inspired us to 

update the algorithm's new locations of movement. 

3-3-3- How to Update New Locations (Positions) 

In this algorithm, the best cost function selects as Ilkhan (The head 

of the clan), and Formula one is used to updating a new place. 
 

  
       

             ))   

       
   

     
                ))

     
 

    [             ]    
 

Formula One 

The rest of the population update according to Formula 

two.   is the best solution in each iteration, and    is the 

worst solution. 
 

  
       

                ))

     
   

     
             ))   

       
 

    [             ]  
 

Formula Two 
 

Table 2 represents the parameters of the Qashqai 

optimization algorithm (QOA). 

Table 2: Parameters of the Qashqai optimization algorithm (QOA) 

Parameter Description 

Varmax Maximum number of tribe members 

  
  The position of the ith member in iteration of t 

  
    

The position of the ith member in the iteration 

of t+1 

Pop(i) The ith member of the tribe population 

             )) The fitnes function of a member of the i 

Parameter Description 

population of the tribe 

Varmin Minimum number of tribe members 

C1, C2 Algorithm parameters 

   The best solution  to each iteration 

   The worst solution (answer) of each iteration 

3-3-4- Migration Route 

A set of best-traversed points that equivalent to the best 

solutions in the algorithm for the general path of the migration. 

3-3-5- Strategy to Prevent the Optimal Solution 

from Worsening 

In this algorithm, an approach adopted to prevent the optimal 

solution from getting worse, so that if the optimal solution of 

the algorithm in one iteration were worse than the previous 

iteration of the algorithm, the worst of the current iteration 

would be replaced by the optimal point of the previous 

iteration. It will prevent the answer from getting worse. 

3-3-6- Diversification and Intensification Strategy 

The critical components of any meta-heuristic algorithm are 

intensification and diversification, or exploitation, and 

exploration. In the proposed algorithm, whatever greater focus 

on the previous position, have more exploitation. The less 

attention to the previous situation, result in more exploration. 

3-3-7- Algorithm Stopping Conditions 

Different conditions can consider for terminating the 

algorithm, such as specified execution time, a specified 

number of iteration, no response improvement. 

3-4- Qashqai Optimization Algorithm (QOA) 

Pseudo-code 

Table 3 shows the pseudo-code of the Qashqai 

optimization algorithm (QOA). 

Table 3: Qashqai optimization algorithm (QOA) pseudo-code  

Qashqai Optimization Algorithm (QOA) Pseudo Code  

Result: Find The best solution 

Objective min or max    )              )
  

Generate initial population, of n members of tribes(or nomads) 
Find the best solution    in the population in each iteration 

While(t<Max Iteration) or (stop criterion) do 

For i=1:n (all n members of each tribe’s) 
                The best solution(it) 

                Worst solution(it) 

Update Position 

if pop(i) is the best solution of each Iteration  

then 
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       (     ))    

       
   

    

 
                ))

     

     [             ] 
else 

 

  
       

                ))

     
   

    

 
             ))    

       

     [             ] 
end if 

Evaluate new solutions 

If new solutions are better, update them in the population 

 end for  

Find the current best solution    

end while 

3-5- Flowchart of the Qashqai optimization 

Algorithm (QOA). 

Fig 7 shows a diagram of the Qashqai optimization 

algorithm (QOA). 

Qashqai Algorithm 

Initialization:

Generate randomly a set of 

start points

Evaluation of the 

fitness values of 

each points  

Is the termination criteria satisfied?

Report the optimum 

solution

Yes

Is pop(i) is best 

solution of this 

iteration?

Update position of each 

member of nomads with 

formula 1

YesNo

Update position of 

each member of 

nomads with 

formula 1

Is solution of this 

iteration better than 

previous iteration?

Yescontinue No

Replace worst 

solution of this 

iteration with 

previous best 

solution 

No

 

Fig. 7. Flowchart of Qashqai Optimization Algorithm (QOA) 

3-6- Qashqai Optimization Algorithm (QOA) 

Parameter Tuning 

Because input parameters influence the output of meta-

heuristic algorithms, in order to adjust the parameters, the 

Taguchi method and Minitab software have been used. For 

example, according to Table 4, in five levels for the 

parameters of MaxIt, Npop, C1, and C2, the parameter 

adjustment of the Qashqai meta-heuristic algorithm has 

been made. 

Table 4: Tuning the parameters of the Qashqai optimization algorithm 

(QOA) 

Row Parameter Level 1 Level 2 Level 3 Level 4 Level 5 

1 MaxIt 50 100 150 200 250 

2 Npop 50 100 150 200 250 

3 C1 0.1 0.5 1 2 3 

4 C2 0.1 0.5 1 2 3 

 

Fig. 8. Average diagram of means for each level of Qashqai optimization 
algorithm parameters. 

 

Fig. 9. Graph of the average S/N for each level of Qashqai optimization 

algorithm parameters. 

Fig 8 and 9 show the analysis of the results of the 

parameter setting Taguchi method using Minitab software, 

according to which MaxIt = 200 or 250, Npop = 250, C1 = 

0.5 and C2 = 3 have the best performance. 

3-7- Test Results and Findings 

After coding and implementing the proposed meta-

heuristic algorithm using the eleven well-known 

optimization problems listed in Table 5, the algorithm runs 

with specific repetitions, and the responses and 

computational times of the proposed algorithm are 

recorded and compared with genetic algorithms, particle 

swarm, and differential evolution. 

 



    

Khadem, Toloie Eshlaghy & Fathi Hafshejani, A Novel Elite-Oriented Meta-Heuristic Algorithm: Qashqai Optimization … 

 

 

156 

 

Table 5: Famous Optimization Test Functions [16] 

Function 

name 
Function formula Function domain 

Optimal point 

(Minimum Function) 

The value of the 

function at the 

minimum point 

Sphere    )  ∑  
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Fig 10 shows the shapes of these famous optimization test 

functions. 

 

Fig. 10. Shapes of test functions 

After recording the results of 30 consecutive runs of the 

Qashqai optimization algorithm (QOA) and genetic 

algorithm (GA), particle swarm optimization (PSO), and 

differential evolution (DE), the hypothesis test, according 

to Table 6, was performed to compare the cost function 

and speed of the algorithm. 

Table 6: Testing the assumptions 

        

   :THE GENETIC ALGORITHM(GA) 

OVERCOMES THE QASHQAI 

OPTIMIZATION ALGORITHM(QOA). 

T
E

S
T
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A
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A
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   :The genetic algorithm(GA) does not 

overcome the Qashqai optimization 

algorithm(QOA). 

        

   :The particle swarm optimization 

(PSO) algorithm overcomes the Qashqai 

optimization algorithm(QOA). 

        

   :The particle swarm optimization 

algorithm(PSO) does not overcome the 

Qashqai optimization algorithm(QOA). 

        

   :The Differential evolution(DE) 

algorithm overcomes the Qashqai 

optimization algorithm(QOA). 

        

   :The Differential evolution(DE) 

algorithm does not overcome the Qashqai 

optimization algorithm(QOA). 
 

The Mann-Whitney test use to compare the two 

independent samples. Table 7 shows the results of the 

comparison of the two genetic and Qashqai algorithms for 

the Sphere function. Genetic algorithms, particle swarm, 

and differential evolution use to compare the results of the 

cost function and computational time of the proposed 

algorithm. A computer with the specifications of Table 8 

uses to perform the calculations. The average results of 30 

consecutive runs of the Qashqai optimization algorithm 

and the genetic algorithm and the cost function and 

computation time of the algorithm present in Table 9 and 

Table 10. It should be explained that nPop = 10, nVar = 5 

and MaxIt = 100 are taken into account. 

Table 7: Comparison of two genetic and Qashqai optimization algorithms 

(Sphere function)  

 
Table 8: Specifications of the computer used to compare the results

 

Table 9: Comparison of the average results of 30 times implementation of 

the Qashqai optimization algorithm (QOA) and genetic algorithm (GA) 

on test functions (cost function) 

Function 

name 

Cost Function 

(Average) 
P-

Value 

Standard 

error 

Test result 

assumption 
QOA GA 

Sphere 2.01E-290 1.90E-02 0 α=0.05 
   is 

rejected 

Rastrigin 0 1.94E+00 0 α=0.05 
   is 

rejected 

Rosenbrock 3.98E+00 7.13E+00 0.008 α=0.05 
   is 

rejected 

Griewank 0 4.53E-02 0 α=0.05 
   is 

rejected 

Ackley 8.88E-16 2.58E-01 0 α=0.05 
   is 

rejected 

EggHolder 8.24-E+02 -7.38E+02 0.156 α=0.05 
   is not 

rejected 

Michalewicz 1.51E+00- -1.75E+00 0 α=0.05 
   is 

rejected 

Six-Hump 

Camel 
4.77E-01 7.57E-03 0 α=0.05 

   is 

rejected 

Levy 3.89E-01 1.07E-01 0 α=0.05 
   is 

rejected 

Rotated 

Hyper-

Ellipsoid 
4.65E-55 1.44E+00 0 α=0.05 

   is 

rejected 

Shubert -1.37 E+02 -1.79E+02 0 α=0.05 
   is 

rejected 
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Table 10: Comparison of the average results of 30 times the Qashqai 

optimization algorithm(QOA) and Genetic algorithm on the test functions 
(computational time) 

Function 

name 

Computational 

Time (Average) 
P-

Value 

Standard 

error 

Test result 

assumption 
QOA GA 

Sphere 2.87E-01 1.86E+00 0 α=0.05 
   is 

rejected 

Rastrigin 2.74E-01 1.83E+00 0 α=0.05 
   is 

rejected 

Rosenbrock 2.76E-01 1.68E+00 0 α=0.05 
   is 

rejected 

Griewank 2.77E-01 1.70E+00 0 α=0.05 
   is 

rejected 

Ackley 2.80E-01 1.72E+00 0 α=0.05 
   is 

rejected 

EggHolder 2.70E-01 2.50E+00 0 α=0.05 
   is 

rejected 

Michalewicz 2.33E-01 1.78E+00 0 α=0.05 
   is 

rejected 

Six-Hump 

Camel 
2.89E-01 1.62E+00 0 α=0.05 

   is 

rejected 

Levy 3.37E-01 1.57E+00 0 α=0.05 
   is 

rejected 

Rotated 

Hyper-

Ellipsoid 
2.86E-01 1.60E+00 0 α=0.05 

   is 

rejected 

Shubert 2.48E-01 1.58E+00 0 α=0.05 
   is 

rejected 
 

To obtain the following tables, we continued the 

above procedure to compare the particle swarm algorithm 

(PSO) and the Qashqai optimization algorithm (QOA). 

The average of 30 consecutive runs of the Qashqai 

optimization algorithm and particle swarm algorithm and 

recording the algorithm's cost and computational time 

function are shown in Tables 11 and Tables 12. 

Table 11: Comparison of the average results of 30 times implementation 

of the Qashqai optimization algorithm (QOA) and particle swarm 
algorithm (PSO) on test functions (cost function) 

Function 

name 

Cost Function 

(Average) 
P-

Value 

standard 

error 

Test result 

assumption 
QOA PSO 

Sphere 2.01E-290 2.34E-07 0 α=0.05 
   is 

rejected 

Rastrigin 0 4.41E+00 0 α=0.05 
   is 

rejected 

Rosenbrock 3.98E+00 2.00E+00 0 α=0.05 
   is 

rejected 

Griewank 0 2.27E-02 0 α=0.05 
   is 

rejected 

Ackley 8.88E-16 5.71E-02 0 α=0.05 
   is 

rejected 

EggHolder 8/24-E+02 -5.56E+02 0 α=0.05 
   is 

rejected 

Michalewicz 1.51E+00- -1.80E+00 0 α=0.05 
   is 

rejected 

Six-Hump 

Camel 
4.77E-01 4.69E-08 0 α=0.05 

   is 

rejected 

Function 

name 

Cost Function 

(Average) 
P-

Value 

standard 

error 

Test result 

assumption 
QOA PSO 

Levy 3/89E-01 1.88E-01 0 α=0.05 
   is 

rejected 

Rotated 

Hyper-

Ellipsoid 
4.65E-55 2.68E-06 0 α=0.05 

   is 

rejected 

Shubert 
-1.37 

E+02 

-

1.87E+02 
0 α=0.05 

   is 

rejected 

Table 12: Comparison of the average results of 30 times the Qashqai 
optimization algorithm(QOA) and particle swarm algorithm (PSO)  on 

the test functions (computational time) 

Function 

name 

Computational 

Time (Average) 
P-

Value 

standard 

error 

Test result 

assumption 
QOA PSO 

Sphere 2.87E-01 2.56E-01 0 α=0.05    is rejected 

Rastrigin 2.74E-01 2.99E-01 0.081 α=0.05 
   is not 

rejected 

Rosenbrock 2.76E-01 2.57E-01 0 α=0.05    is rejected 

Griewank 2.77E-01 2.53E-01 0 α=0.05    is rejected 

Ackley 2.80E-01 2.51E-01 0 α=0.05    is rejected 

EggHolder 2.70E-01 2.46E-01 0 α=0.05    is rejected 

Michalewicz 2.33E-01 2.51E-01 0 α=0.05    is rejected 

Six-Hump 

Camel 
2.89E-01 2.41E-01 0 α=0.05    is rejected 

Levy 3.37E-01 2.54E-01 0 α=0.05    is rejected 

Rotated 

Hyper-

Ellipsoid 

2.86E-01 2.48E-01 0 α=0.05    is rejected 

Shubert 2.48E-01 2.28E-02 0.69 α=0.05 
   is not 

rejected 
 

We continued the above procedure to obtain the following 

tables to compare the Differential Evolution (DE) and the 

Qashqai optimization algorithm (QOA). The average of 30 

consecutive runs of the Qashqai algorithm and Differential 

Evolution (DE) algorithm and recording the algorithm's 

cost and computational time function are shown in Table 

13 and Table 14. 

Table 13: Comparison of the average results of 30 times implementation 
of the Qashqai optimization algorithm (QOA) and Differential Evolution 

(DE) algorithm on test functions (cost function) 

Function 

name 

Cost Function 

(Average) 
P-

Value 

Standar

d error 

Test result 

assumption 
QOA DE 

Sphere 2.01E-290 1.67E-04 0 α=0.05    is rejected 

Rastrigin 0 9.18E-01 0 α=0.05    is rejected 

Rosenbrock 3.98E+00 2.23E+00 0 α=0.05    is rejected 

Griewank 0 1.28E-01 0 α=0.05    is rejected 

Ackley 8.88E-16 2.44E-01 0 α=0.05    is rejected 

EggHolder -8.24E+02 -8.13E+02 0.941 α=0.05 
   is not 

rejected 
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Function 

name 

Cost Function 

(Average) 
P-

Value 

Standar

d error 

Test result 

assumption 
QOA DE 

Michalewicz 1.51E+00 - -1.80E+00 0 α=0.05    is rejected 

Six-Hump 

Camel 
4.77E-01 1.15E-05 0 α=0.05    is rejected 

Levy 3/89E-01 5.81E-07 0 α=0.05    is rejected 

Rotated 

Hyper-

Ellipsoid 

4.65E-55 2.24E-04 0 α=0.05    is rejected 

Shubert -1.37 E+02 -1.84E+02 0 α=0.05    is rejected 

Table 14: Comparison of the average results of 30 times the Qashqai 

optimization algorithm(QOA) and Differential Evolution (DE) algorithm 

on the test functions (computational time) 

Function 

name 

Computational 

Time (Average) 
P-

Value 

Standar

d error 

Test result 

assumption 
QOA PSO 

Sphere 2.87E-01 2.64E-01 0 α=0.05    is rejected 

Rastrigin 2.74E-01 2.58E-01 0.001 α=0.05    is rejected 

Rosenbrock 2.76E-01 2.40E-01 0 α=0.05    is rejected 

Griewank 2.77E-01 2.44E-01 0 α=0.05    is rejected 

Ackley 2.80E-01 3.05E-01 0 α=0.05    is rejected 

EggHolder 2.70E-01 2.62E-01 0.09 α=0.05 
   is not 

rejected 

Michalewicz 2.33E-01 2.37E-01 0 α=0.05    is rejected 

Six-Hump 

Camel 
2.89E-01 2.41E-01 0 α=0.05    is rejected 

Levy 3.37E-01 2.57E-01 0 α=0.05    is rejected 

Rotated 

Hyper-

Ellipsoid 

2.86E-01 2.38E-01 0 α=0.05    is rejected 

Shubert 2.48E-01 2.40E-01 0 α=0.05 
   is not 

rejected 
 

Table 15 summarizes the results of Tables 9 to 14. 

Table 15: Summary of the results of the Qashqai optimization algorithm 

(QOA) and PSO and DE algorithm 11 test functions 

Statistical 

hypothesis testing 

Cost Function 
(Number of  H0 is 

rejected) 

Computational Time 

(Number of  H0 is 

rejected) 

(GA)vs (QOA) 10 11 

(PSO)vs (QOA) 11 9 

(DE)vs (QOA) 10 10 
 

Therefore, we can conclude that genetic (GA), particle 

swarm optimization (PSO), and differential evolution (DE) 

algorithms cannot overcome the Qashqai optimization 

algorithm (QOA) in terms of optimal solution quality and 

computational time.Fig11 shows the performance of the 

Qashqai optimization algorithm (QOA) compared to the 

other meta-heuristic algorithms, such as genetic algorithm 

(GA), particle swarm optimization (PSO), and differential 

evolution (DE) algorithm.  
 

Fig. 11. Comparison of the performance results of the Qashqai 
Optimization Algorithm (QOA) on the test function 

4- Solving the Facility Layout Problem using 

Qashqai Optimization Algorithm (QOA) 

The facility layout problem (FLP) is one of the most 

critical issues in manufacturing plants. Proper layout of 

equipment will significantly reduce the cost of 

transporting the material and thus the total cost of 

production. Armour and Buffa first introduced this 

problem as a mathematical model. [12] 

Researchers have always sought heuristic and meta-

heuristic approaches to solving this problem, given the 

NP-hardness of the problem. [13, 50-54] The 

mathematical model of facility layout problem according 

to Formula Three. 
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Formula Three 

Table 16 represents the Indices and parameters of the 

facility layout problem. 
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Table 16: Parameters of the facility layout problem 

Indices and 

parameters 
Description 

i ,k Departments in Layout 

j , l Candidate places for departments in layout 

n Number of departments and locations 

Djl Distance between Departments l and j 

Fik The distance between the places i and k 

Xij 
Equals one if department i is assigned to location j 

and otherwise equals zero 
 

Table 18 exhibits the results of the facility layout problem 

with the assumed problem information in Table 17. It should 

regard that nPop = 10 and MaxIt = 100 take into account. 

Table 17: Specifications of the facility layout problems  
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P1 W=100 H=80 
h=[12.22.17.25.25.

12.25.25] 

w=[18.14.11.20.24.1

2.24.23] 

P2 W=150 H=100 
h=[13.14.16.28.29.2

1.22.18] 

w=[24.18.20.15.26.3

0.22.27] 

P3 W=200 H=150 
h=[24.22.32.35.33.1

8.24.25] 

w=[25.22.15.20.24.1

5.24.28] 

P4 W=220 H=180 
h=[27.8.9.15.16.27.2

7.16] 

w=[24.15.10.11.12.1

6.12.10] 

P5 W=200 H=240 
h=[23.26.19.22.27.3

0.25.16] 

w=[15.7.20.11.12.28

.25.21] 

Table 18: Results of solving facility layout problem with Qashqai 
Optimization Algorithm (QOA) and Particle Swarm optimization (PSO) 

The 

problem 

QOA PSO 

Answers 

average 

Mean 

Standard 

deviation of 

responses 

Answers 

average 

Mean 

Standard 

deviation of 

responses 

P1 1.22E+05 1.01E+04 1.23E+05 1.23E+05 

P2 1.29E+05 1.25E+04 1.29E+05 1.41E+04 

P3 1.32E+05 1.46E+04 1.34E+05 1.90E+04 

P4 1.01E+05 7.12E+03 1.02E+05 8.32E+03 

P5 1.15E+05 7.09E+03 1.18E+05 7.24E+03 
 

The results of Table 18  shows that the responses of the 

Qashqai optimization algorithm (QOA) for solving facility 

layout problems (FLP) are as good as the algorithm of 

particle swarm optimization (PSO) and have a lower 

standard deviation. 

 

 

 

 Results and Discussion 

In this article, we designed a new meta-heuristic algorithm 

inspired by collaborative migration, collective intelligence, 

and nomadic elitism. Pseudo-code of this algorithm 

showed in Table 3. After that, we implemented the 

algorithm in MATLAB software. We applied a computer 

with this configuration: CPU 2.5 GHz, processor core i5-

2450, 6.00 GB RAM, and 64-bit operating system. Finally, 

the proposed algorithm was implemented 30 times using 

the well-known optimization functions given in Table 5. 

Comparisons concerning the hypothesis tests listed in 

Table 6 indicate that genetic (GA), particle swarm 

optimization (PSO), and differential evolution (DE) 

algorithms cannot overcome the Qashqai optimization 

algorithm (QOA) in terms of optimal solution quality and 

computational time. (See Tables 9 to 15). Fig11 shows the 

performance of the Qashqai optimization algorithm (QOA) 

compared to the other meta-heuristic algorithms, such as 

genetic algorithm (GA), particle swarm optimization 

(PSO), and differential evolution (DE) algorithm. 

Moreover, the facility layout problem was solved using 

Qashqai Optimization Algorithm (QOA). The results show 

that the responses of the Qashqai optimization algorithm 

(QOA) for solving facility layout problems (FLP) are as 

good as the algorithm of particle swarm optimization (PSO) 

and have a lower standard deviation. (c.f Table 18 ) 

 Managerial Insights and Practical Implications 

This research focuses on presenting a novel metaheuristic 

algorithm inspired by nomads' cooperative life and 

migration. We proposed that this metaheuristic algorithm 

used low parameters and did not need gradient information. 

Moreover, it is elite-oriented, concatenates particular 

importance to swarm intelligence, and can evade local 

optimal points. Low parameters in an algorithm require 

low parameter tuning and reduce computational 

complexity and time. This algorithm showed excellent 

convergence speed to the optimal solutions. The proposed 

algorithm could be applicability in solving a vast scope of 

problems such as supply chain, factory facility layout, 

Flow Shop Scheduling, vehicle routing, JIT sequencing, 

economic load dispatch problem, assembly sequence 

planning, maintenance scheduling, robot path planning, 

cloud computing, image processing & segmentation, data 

clustering, feature selection, association rules mining, 

ANFIS training, neural network training, etc. 

5- Conclusion and Outlook 

Nature-inspired Meta-heuristic algorithms are increasingly 

introducing. The range of applications of these highly 

diverse, high performance, low-cost algorithms has opened 

a new horizon for humanity in computing and solving 
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complex problems in a reasonable time. In this paper, the 

literature review of the meta-heuristic algorithms 

presented from the beginning have reviewed. Then the 

Qashqai optimization algorithm (QOA) has been proposed 

to solve the optimization problems. The Qashqai algorithm 

does not require gradient information due to the use of 

random search. One of the exciting parts of the proposed 

algorithm is that it well simulates the behavior of nomads 

and can adjust the parameters     and    using 

experimental studies. These parameters considered to be 

the advantage of the Qashqai meta-heuristic algorithm 

over other meta-heuristic algorithms. 

The results of the algorithm implementation for eleven well-

known optimization functions showed that genetic(GA), 

particle swarm optimization(PSO), and differential 

evolution(DE) algorithms do not overcome the Qashqai 

optimization algorithm (QOA) both in terms of convergence 

to the optimal solution and computational speed. 

As well, the results of the facility layout problem(FLP) 

using the Qashqai optimization algorithm (QOA) show that 

the responses of this algorithm are as good as the particle 

swarm algorithm and have a less standard deviation. 

Some of the advantages of the Qashqai optimization 

algorithm (QOA) are as follows: 

 Ability to search the answer space extensively. 

 Ability to solve a vast span of optimization problems. 

 Find the optimal global answer or the near-optimal 

solution. 

 Crossing local optimization. 

 The high-speed execution of the algorithm. 

 The simplicity of the algorithm structure and 

implementation for solving complex optimization problems. 

 The excellent convergence speed to the optimal solutions. 

 The ability to evade local optimal points. 

 The low standard deviation of the final solutions. 

 It does not require gradient information.  

 Requires few parameters to adjust. 

 It is elite-oriented and concatenates particular 

importance to swarm intelligence. 

The application of the Qashqai algorithm in various 

combinatorial optimization problems is one of the possible 

areas of research. Furthermore, it suggests to present an 

optimal strategy for the initial distribution of nomads and 

adjust the algorithm parameters for future research. For 

future research, suggested that the Qashqai optimization 

algorithm (QOA) utilized to solve various problems of 

continuous and discrete optimization, data clustering, 

feature selection problem, distribution of power generation 

and systems, design and optimization of communication 

networks, digital signals processing, and pattern 

recognition, design Automated and robotic systems, 

forecasting of economic models. 
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Abstract  
The pandemic disease outbreaks are causing a significant financial crisis affecting the worldwide economy. Machine 

learning techniques are urgently required to detect, predict and analyze the economy for early economic planning and 

growth. Consequently, in this paper, we use machine learning classifiers and regressors to construct an early warning model 

to tackle economic recession due to the cause of covid-19 pandemic outbreak. A publicly available database created by the 

National Bureau of Economic Research (NBER) is used to validate the model, which contains information about national 

revenue, employment rate, and workers' earnings of the USA over 239 days (1 January 2020 to 12 May 2020). Different 

techniques such as missing value imputation, k-fold cross validation have been used to pre-process the dataset. Machine 

learning classifiers- Multi-layer Perceptron- Neural Network (MLP-NN) and Random Forest (RF) have been used to predict 

recession. Additionally, machine learning regressors-Long Short-Term Memory (LSTM) and Random Forest (RF) have 

been used to detect how much recession a country is facing as a result of positive test cases of covid-19 pandemic. 

Experimental results demonstrate that the MLP-NN and RF classifiers have exhibited average 88.33% and 85% of 

recession (where 95%, 81%, 89% and 85%, 81%, 89% for revenue, employment rate and workers earnings, respectively) 

and average 90.67% and 93.67% of prediction accuracy for LSTM and RF regressors (where 92%, 90%, 90%, and 95%, 

93%, 93% respectively). 

 

 

 

Keywords: Multi-Layer Perceptron (MLP); Long Short-Term Memory (LSTM), Random Forest, Economic Recession, 

Machine learning (ML), Covid-19. 
 

1- Introduction 

An economic forecast directly affects the financial 

institutions during a pandemic outbreak caused by 

contagious organisms. Any wrong decision taken during 

this time may have significant adverse effects. As a result, 

detection of different economic sectors plays a vital role in 

finance. Over the decades, multiple pandemic outbreaks 

have taken place. For instance, the Spanish Flu (1918-

1919), which is estimated to have infected and killed 

millions of people causing a severe impact in economic 

sectors. Asian Flu (1957-1958) which has also killed 

millions of people worldwide, depleting the economy 

across the globe. SARS coronavirus (2003) caused 

respiratory illness and killed 774 people creating a huge 

negative impact on human health as well as the economy. 

Swine Flu (2009) caused the death of 150000 to 575000 

people, depleting the stock markets, tourism, food as well 

as transportation industries incurring a considerable loss. 

And lastly the novel Coronavirus (COVID-19) (2019-

present) causing the death of 6.3 million people till now 

and destroying the economy throughout the world [1]. 

Significant numbers of countries have already gone 

through a financial crisis after a pandemic outbreak. For 

example, the SARS outbreak hit many Asian countries’ 

economies and took millions of lives [2]. The economic 

costs from a global disease go beyond the direct damages 

incurred in disease-inflicted countries' affected sectors. 

The disease spreads rapidly through countries across 

networks linked to worldwide travel. Any economic shock 

to one country spreads quickly to other countries through 

expanded trade and financial ties related to globalization. 

Infectious diseases are likely to increase the global cost. 

As a result, it is essential to take the early initiative to 



    

Nahid Hasan, Ahmed, Ashik, Jahid Hasan, Azmin & Uddin, Author Guide for preparing a paper for the journal of information … 

 

 

164 

revive the economy. This paper provides a method for 

predicting the economy during a pandemic outbreak. In 

particular, the techniques that have been used are 

examined, the experiments that have been conducted are 

reviewed, and directions of future work from the 

perspective of machine learning are considered [3]. This 

model will capture crucial linkages across different 

economic sectors, thereby comprehensively measuring 

disease-related costs. 

Millions of livelihoods around the globe are affected by 

the economic instability created by the pandemic. 

Everyone fights a longstanding battle against 

microorganism, which causes the pandemic and affects 

people’s livelihood throughout the world. However, such 

pandemics are a problem of an entirely different nature 

and demand an unparalleled response scale. To respond to 

the imminent challenges to the long-term impact on the 

country’s economy, machine learning techniques are used. 

Machine learning techniques can detect economic crises 

which help the public and private sector leaders, as well as 

the policymakers, plan a better solution to combat the 

financial crisis. Previously, Keogh-Brown et al. described 

that due to SARS virus outbreak 3.7% loss in GDP 

(US$ billion), 23.1% loss in export and trade (US$ billion), 

and 0.86% loss in tourism (US$ billion) sector in Hong-

Kong was recorded [4]. Canada loses 3.2-6.4% in GDP 

(US$ billion), 1% in Growth (US$ billion), 5.2% in export 

and trade (US$ billion), 0.03% in tourism (US$ billion) 

and 6.25% in Airline (US$ billion) [4]. 

On the other hand, in 2020, in the USA, due to the Covid-

19 outbreak, different economic sectors were affected. 

Those sectors are affected by increasing covid-19 positive 

test cases daily, which causes a national economic 

recession. Earnings received by workers will decrease by 

increasing positive test cases compared with January 2020. 

Falling workers' wages suggests recession which causes 

unemployment and downward pressure on wages. 

Manufacturing sector workers earnings decreased 41%, 

Retail Trade workers’ earnings decreased 36%, 

Transportation and Warehousing decreased 30% and 

Health Care, and Social Assistance decreased 31%. 

Employment level is also affected by this pandemic 

situation. Employment level or employment rate is defined 

as the number of people engaged in productive economic 

activities. Manufacturing employees' level decreased 41%, 

Retail Trade employees' level decreased 38%, 

Transportation and Warehousing decreased 32% and 

Health Care, and Social Assistance decreased 31% 

compared with January 2020. 

These sector-wise downturns of employment rate and 

worker wages reflect the USA's national economic 

recession. Moreover, net Revenue for all businesses is also 

decreasing simultaneously. The maximum employment 

rate was 1% at the end of January 2020. Still, with the 

increase of positive test cases, it gradually decreased and 

within the first week of May 2020, the rate decreased 39% 

compared with January 2020. Also, workers' wages 

decreased 38% within the first week of May 2020. 

However, revenue for all small businesses started 

increasing from the last week of January 2020, and the 

maximum value was 14%. Suddenly, it started decreasing, 

and at the end of March 2020, revenue decreased 49% 

compared with January 2020. 

The paper aims at defining robust financial crisis 

predictors. A link between a covid-19 pandemic and its 

impact on people's revenue, earnings, and employment is 

found. The chosen data-set consisting of different sectors 

revenue, earnings, and employment helped to find how a 

pandemic affects the economy. In comparison, this paper's 

uniqueness lies in the variables commonly correlated with 

the novel covid-19 pandemic. Overall, this paper 

contributes to decision-makers and leaders detecting the 

economic crisis during or after a pandemic and introducing 

measures to eliminate or dampen a crisis entirely. 

2- Literature Review 

A number of researches have been conducted due to the 

rise and fall of the economy during the pandemic. These 

studies relate how a pandemic can influence a country's 

economy, culture, people and others. 

Smith et al. has shown the UK’s economy's impact based 

on the Computable General Equilibrium (CGE) model [5]. 

This research estimates that only pandemic influenza can 

minimize GDP by 0.3%, 0.4%, and 0.6% for mild, 

moderate, and severe cases, respectively. Additionally, 

losses of different sectors are 1.5% in domestic output, 2% 

in household consumption, 3% in exports, 2.5% in imports, 

2% in government consumption as calculated from data-

set 2003 supply chain in the UK. This paper presented that 

a large portion of the economy was damaged due to the 

pandemic. 

Keogh-Brown et al. suggest macro-economic outcome 

after SARS outbreak, through affected countries and their 

economic sectors evaluated by economic indicators [4]. 

Researchers calculated losses of various sectors such as 

GDP, growth, exports and trade, tourism, food and travel. 

In Hong-Kong, 3.7% loss in GDP, 4.75% loss in Growth, 

23.1% loss in export and trade, and 0.86% loss in tourism 

is recorded according to their databases. This research 

gives a clear picture of affected sectors of individual 

countries and why stakeholders could develop solutions to 

be aware of the next pandemic outbreak. 

Fernandez-Delgado et al. compared several classification 

algorithms to predict the economic crisis [6]. The results 

showed that multiple models demonstrated different 

detection results. Hence, deciding which one to be selected 

was a challenge. Lastly, the random forest family 
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algorithm showed the best results in the early warning of 

the economic crisis. 

In recent years, bankruptcy forecasts have been made by 

machine-learning using standard statistical approaches [7]. 

To obtain improved failure–detection solutions of 

problems, analysis has been done using the mathematical 

and machine learning techniques [8]. In particular, the 

datasets, financial partnerships, country of origin, and the 

timeline of the analysis were used, and the results and 

implementation were compared with several different 

detection accuracy techniques [3-8]. 

This paper aims to detect and forecast the financial status 

of institutions or individuals by using machine learning 

algorithms [3]. If this can be done, human sufferings can 

be reduced by taking the best decision and the financial 

crisis can be overcome. Here, tools such as neural 

networks, decision trees, etc., have been extensively 

studied to predict financial crises. Use MLP, Random 

Forest (RF) [36] to apply machine learning methods, such 

as pattern classification techniques, single classification 

techniques and soft classification techniques. We have 

seen some problems that are not widely discussed in the 

literature in the observation. When different datasets are 

used for different training and evaluation sets and cross-

validation, more accurate results can be obtained. 

It is difficult to make crucial decisions due to the 

vulnerability of the emerging coronavirus outbreak. The 

deep learning and fuzzy detection approach are proposed 

by Fong et al. on different outcomes of Coronavirus and 

its effect [9]. The current events and possible actions were 

described using the Composite Monte-Carlo simulation 

system. Fong et al. addressed the daunting challenges of 

predicting the fate of an outbreak correctly effectively 

using the availability of dataset, the layout for picking the 

best predictive model and finely tuning each model’s 

parameter [9]. 

The statistical data were benchmarked in a paper by 

Bluwstein et al. (2020), used in many machine learning 

models, such as decision trees, random forests, large-scale 

random trees, SVM [38] and artificial neural networks 

[10]. The finding of the paper, except for human decision-

making agencies, all machine learning models performed 

better than logistic regression [10]. The best performing 

machine learning model (a tree that is too random) can 

correctly predict the global financial crisis of 2007-2008 

and provide outstanding signals in countries and regions 

with different economic realities and achievements [10]. 

In [11], Nyman gives an actual forecasting scenario 

where they use a small number of financial variables for 

the detection of the economic recession. Two estimation 

techniques- ordinary least squares regression and random 

forest machine learning were utilized. Random forests 

noisy, non-linear, high-dimensional detection can be 

tackled using machine-learning models [12-13]. The 

author obtains qualitatively similar results for the UK and 

USA through the random forest algorithm's predictive 

power is more efficient for the USA. Finally, the author 

says the machine learning approach is very efficient for 

forecasting horizons and providing better information. 

Car, Z. et al. [14] built a model that can detect the 

spread of covid-19 infection to predict its impact. They 

used a 51- day data set to train a multi-layer perceptron 

(MLP) neural network, and chose to use a grid search 

algorithm for hyperparameter optimization. After 

performing k-fold cross-validation, they found that the 

accuracy of positive confirmed cases was 94%, the 

accuracy of recovered patients was 78%, and the accuracy 

of deceased patients was 98%. This is an excellent model 

for the detection of covid-19 infection. 

To date, many models have been developed with different 

domain knowledge to predict the economic crisis. Logistic 

regression (Ohlson 1980) and factor analysis are some of 

the conventional statistical approaches (West 1985) [15-

16]. Some of Artificial Intelligence methods such as 

artificial neural network ANN (Atiya 2001), Support 

vector machine (SVM) (Min and Lee 2005) (Shin et al. 

2005), Bayesian networks (Sarkar and Sriram 2001) (Sun 

and Shenoy 2007) and many integrated machine learning 

techniques (Fedorova) et al. 2013) (Abellán and Mantas, 

2014), several hybrid methods are widely used to predict 

economic crises [17-22]. 

3- Proposed Methodology 

This section discusses constructing the models to 

determine the impact of economic indicators in a country 

due to a pandemic. Firstly, we start with a description 

describing where we have collected datasets, structure, etc. 

Then, how we process the data-set to fit into the models. 

Then, the implementation of algorithms for detecting 

recession due to this covid-19 pandemic. Figure 1 presents 

detailed architecture of the proposed model. 

 

 

Fig. 1 Architecture of proposed model 

3-1- Data Description 

The Opportunity Insights Team built a publicly available 

database [23]. The database tracks economic activity at a 

granular level in real-time using anonymized data from 

private companies. They build the database using private 

sector data to show the Economic Impacts of COVID-19. 
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They studied how COVID-19 aff ects the economy by 

examining heterogeneity in its influences. The data-set 

used in this research is collected from a publicly available 

archive, operated by the Opportunity Insights Economic 

Tracker. The archive contains data from leading private 

companies from credit card providers to payroll firms to 

offer a real-time image of indicators such as employment 

rates, consumer spending, and job postings across counties, 

industries, and income groups. The data-set is split into 

employment rate, worker's earnings, and national revenue 

of various economic sectors. During this research, the 

dataset contained the data of 239 days for COVID-19 

positive cases, small business revenue, and employment 

rates among low-income workers. Moreover, the chosen 

data-set, as published, is organized as time-series data. 

Besides, this dataset contains data points of 239 days, 

which is split into five folds.  

3-2- Data Preprocessing 

The dataset has three different sorts of information: 

employment rate, worker's earnings, and national revenue 

of various economic sectors. Firstly, the dataset was time-

series data, so we converted it to fit the model. As we are 

classifying, is there any recession due to the impact of 

covid-19? If any value from the employment rate of all 

sectors is negative, then there exists a recession; otherwise, 

not. For this purpose, we are adding one extra feature into 

the database depending on the overall employment rate, 

which will be the attribute column for classifying 

recession in employment rate and the same for others. 

In the real-world data-set, missing data points are not 

unexpected. In this paper, used data-sets even have 

missing data points. We used statistical imputation to fill 

up the gaps of missing data points to reduce biases. 

Although there are varieties of techniques for imputation, 

we have used mean values for each feature. Replacing 

missing data points with mean is simple; besides, it does 

not introduce many biases in the data. 

 

      
             

 
  (1) 

 

Each data set is divided into five random folds used to 

train and validate the model. Here, folding is used to train 

the model (k-1) times, and the rest will be used to verify 

the model, where k = 5. This process continued unless 

each fold was used as a test set for the model, which gave 

us the advantage of having a generalized model. In 

addition, because the data points are limited; therefore, this 

K-fold cross-validation technique has helped us use each 

data point as a training set, and a test set [24]. To 

determine the cross-validation result, we calculate the 

average of the R
2
 scores. 

 

    
 

 
∑   

  
     (2) 

 

3-3- Implementing Classifier in Economic 

Recession Detection Model 

This section discusses how we detect economic recession 

due to pandemic outbreaks. We first use MLP (multilayer 

perceptron) to detect the issue first and then Random 

Forest classifier. Both algorithms help us determine the 

economic recession a country might face due to this covid-

19 effect. 

3-3-1 Multi-layer Perceptron Classifier 

In Artificial Neural Network, Multi-layer Perceptron 

(MLP) is a fully connected feed-forward neural network 

that mimics the human brain to build up a machine 

learning model. Multi-layer Perception (MLP) is a class of 

Feed-forward Artificial Neural Network (ANN). MLP has 

three kinds of a layer, such as input layer (i), which has an 

equal number of neurons, same as data-set features, hidden 

layer           and output layer (k) consist of a single 

neuron. Signals flow from left to right layer by layer for 

computing output of each neuron, which is named as 

Forward Propagation of Function Signals [25]. Again, to 

minimize errors of the network, an error signal in the 

output neuron propagates backward layer by layer referred 

to as Backward Propagation of Error Signal. 

To generate a network that can produce a higher accurate 

result, choosing hyper-parameters is a crucial factor. For 

the different values of hyper-parameters, the network will 

show different performance. For instance, if a hyper-

parameter like the number of iterations is excessive then 

the network might face an over-fitting problem. 

Additionally, depending on the learning rate, the network 

will converge slowly or quickly. We applied the Grid 

Search Algorithm to find best-fitted hyper-parameters such 

as weights, learning rate, number of hidden layers, etc., for 

network convergence [26]. Besides, we set a few hyper-

parameters constant such as stochastic gradient descent, 

which is a solver for weight optimization, a maximum 

number of iterations is 100, activation function (relu), an 

initial learning rate 0.1. However, Summation of inputs 

and connected links weights will pass through relu 

activation function. Rectified Linear Unit (relu) function 

shows better convergence performance and is 

computationally efficient since it maps only the value max 

(0, z) where z is z>0. This function is also differentiable. 

Hence, the total equation of output from the i-th neuron is, 

 

  ( )      (∑    
 
      )  (3) 

 

Here, relu is the activation function,     is the weights of 

connected links,    are inputs, and    is the bias in this 
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case it is 1. This process of computing output is the same 

for all hidden layer and output layer neurons. 

An activation function decides whether it will fire the 

output of that particular neuron or not. Now, ɳ is the 

learning rate, which decides how quickly the network will 

converge and we put ɳ=0.1 so that machine can learn 

slowly and perform with higher accuracy in the long run. 

Hence updated Delta rule, 

 

           (         ) (4) 

 

Where    is Local Gradient, and     is the input of k-th 

neuron or output from j-th neuron,      is the previous 

iteration's weight. After that, equations for calculating   is 

different for hidden and output layers. If k-th is a neuron of 

the output layer, 

 

      (∑       )(     )  (5) 

 

Here,    is the desired output from the k-th neuron, and    

is the first derivative of the activation function. Again    

for j-th neuron of a hidden layer, 

 

      (∑       )(∑         )  (6) 

 

Where c is the set of next hidden/output layer neurons 

and    is a set of input layer neurons or hidden layer 

neurons, but it is the previous layer of j-th neuron's layer. 

In this way, MLP model training will continue until it 

meets stopping criteria. When the Average square error 

(loss function) change is sufficiently small for per epoch, 

then the training process will stop. Another measure is, 

after each period, the MLP model will be tested for 

Generalization, and if this generalization performance is 

suitable only then, training will stop. 

After putting the values mentioned above, we have got a 

satisfactory result from the network. However, to check 

this network's robustness, we have applied the k-fold (k=5) 

cross-validation technique. After applying this technique, 

some of the results dropped, and some showed more 

accuracy. Nevertheless, this difference is shallow, so this 

network fulfilled our exception for detecting the issue that 

we wanted to solve. Finally, this is a simplex network 

having the ability to solve a complex problem like 

detecting financial crisis with lower training time. 

3-3-2 Random Forest Classifier 

The random forest classifier is a collection of projected 

trees, where each tree is subordinate to independently 

evaluated random vectors, with comparable transport 

within the random forest with one another tree. It, too 

accomplishes the proper speed required and productive 

parameterization within the process. The random forest 

classifier bootstraps random tests where the expectation 

with the most elevated vote from all trees is chosen. The 

distinction of each tree is ensured due to the taking after 

qualities. To begin with, each tree training within the test 

employs random subsets from the beginning training tests. 

Besides, the ideal part is chosen from the unpruned tree 

nodes' arbitrarily chosen features. Thirdly, each tree 

develops without limits and ought not to be pruned at all. 

In this model, we have implemented a random forest 

classifier for classification that uses an ensemble learning 

approach to detection [27], which uses several decision 

trees during the training process and average individual 

tree detection outputs. Random Forest efficiently runs on 

massive data-sets, can handle thousands of input variables 

without variable deletion, produces significant variable for 

forecasts, creates an internal unbiased measure of 

generalization error as forest growth increases, has an 

adequate method to estimate lost data, and maintains 

accuracy where a large proportion of data is lacking 

[12,28]. The chosen RFC's key objective is the power of 

the individual decision tree and the relation between base 

trees [12]. Random forest classifier comprises various 

individual classification trees, where each tree may be a 

classifier given diverse weighted classification. The output 

of the classification determined the overall classification. 

It builds each tree by part number of features for each part 

without pruning [29]. 

 

Fig. 2 Random Forest model 

The classifier of Random Forest functions as consequently 

[30]: we choose C subsets from which to construct the 

training set T and initial training data D using bootstrap 

sampling 

 

                (7) 

 

The algorithm automatically generates the decision tree for 

C models with a random vector θc for each subset: 

 

                (8) 

 

The random vectors  c, c = 1,2......C are both distinct and 

distributed identically. Each decision tree evolves freely 
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without pruning so that all the trees are combined to get a 

forest. 

 

  (   )           (9) 

 

For determining the classification of a new input variable t,  

the final vote of each established decision tree model is 

accurate. The result for classification is:  

 

  ( )  ∑  (  ( )   ) 
     (10) 

 

Where R(t) denotes the product of the classification is; ri(t) 

denotes the outcome of the decision tree classification; Z 

is the target group, and I (ri(t)=Z) stands for the 

characteristic function. 

n-estimators are the number of trees in the forest. Having a 

few distinctive forms of trees with different depths and 

sizes boosts the generalization of the n-estimators’ trees 

that the algorithm needs to construct. If the estimator is n, 

it gives n other decision trees. Using n-estimators, we 

build several trees within a Random Forest before 

aggregating the detection. We want to make the 

computational expense while taking the trees as it delays 

code to run. 

Using the criterion Gini-impurity, we determine the 

feature of a tree that has to split the parameters. It 

measures the quality of each split. We use a max-depth to 

see how much further the tree has to be expanded to each 

node until we get to the leaf node. We set the max-depth to 

run the option for the risks of over-fitting this model. We 

observe the impact of the max-features hyper-parameter. 

We realize that the random forest selects a few random 

tests to explore the main break from the functions. We can 

see that the execution of the first increments demonstrates 

that the number of max features increases. 

Nonetheless, the training score keeps expanding after a 

certain point. However, the test score saturates and begins 

diminishing the conclusion, implying that the show starts 

to over-fit. Ideally, the general execution of the 

demonstration near six of the highest highlights is the most 

notable. In general, the ideal number of total features tends 

to be similar to this value. To decide whether the 

algorithm will avoid further splitting, we use min samples 

to define the minimum number of records present in each 

node. If the split number is less than n, there will be no 

further split. We use max-leaf nodes to expand the tree in a 

best-first manner resulting in a relative reduction in 

impurity. We use max-leaf nodes to grow the tree in a 

best-first way resulting in a relative decrease in impurity. 

The random state makes it simple for others to imitate 

results if given the same training data and parameters. For 

sampling data points, we use the bootstrap process. 

The algorithm randomly selects many rows with 

replacement to construct the trees using bootstraps once 

we provide the Random Forest Classifier model's training 

data. If the bootstrap option is set to False, there will be no 

random sampling, and the entire data set will be used to 

build the trees. We use oob-score as it is much quicker 

because it gathers all of the trees' observations and finds 

the highest score on each observation base's trees that did 

not use that observation to train. Oob-score is a cross-

validation technique similar to a leave-one-out validation 

technique in which a model's generalized approximate 

output is trained on n-1 data samples. We set n-jobs to -1 

will often lead to faster processing. If we use -1, there is 

no limit on how much computing resources the code can 

use n-jobs helps the program know how many processors 

it can use. The default value of 1 means that only one 

processor can be used. We set the logging output to be 

verbose, which gives us continuous feedback on what the 

model is doing as it is processed. This parameter defines 

the verbosity of the construction method of the tree. We 

use false Warm Start for recursive feature collection, and 

false Warm Start suggests that other features will gain in 

value as we drop such features, and it will be repeated 

used. It is often used in regression models with backwards 

exclusion and is not often used in classification models. 

3-4- Implementing Regression in Economic 

Recession Detection Model 

This section covers how much economic recession a 

country might face due to a pandemic outbreak in an 

individual economic sector. First, we will discuss how 

RNN implementation helped then Random Forest 

regressor. 

3-4-1 Long term short-term memory 

In this model, we used the long-term short-term memory 

(LSTM) method to estimate the economic impact of the 

COVID-19 outbreak on different regions of the United 

States [31,37]. When dealing with time series, we used 

LSTM modelling, an in-depth learning method that is 

useful when trying to model time series. In the LSTM unit, 

there are four functions in this model, which are 3 

Sigmoids (f, i and o below) and Tanh (c function below). It 

is mentioned that the coefficient of deviation may be a 

general feature of all functions in the learning model, 

which can be set or measured in advance during the 

training process. In order to help it adjust to the various 

situations of each case, the bias can be used to model 

calibration. A common LSTM cell is formed of three 

gates-input gate, output gate, and forget gate [32]. 

In the LSTM structure, the first layer is called the forget 

gate, which selects the information to forget. It can 

produce any value between 0 (completely forget) to 1 

(usefully) [33].  
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     (  (       )    ) (11) 

The next step of the algorithm is to determine the new 

input which needs to be added. 

 

     (  (       )    ) (12) 

 

After that, the algorithm determines the new candidate 

value of neural cells. 

 

       (  (       )    ) (13) 

 

After computing above equations, it states the new cell 

states by computing Ct. 

 

                  (14) 

 

Lastly, the output function will predict the value. This 

layer is called detection layer and the detection will then  

 

     (  (       )    ) (15) 

            (  ) (16) 

 

We add the LSTM layer and later integrate a few Dropout 

layers to prevent overfitting. We integrate the LSTM layer 

with 50 units which is the dimensionality of the output 

space. We define the dropout layers 0.2. This indicates that 

it will reduce the number of layers by 20%. After that, we 

merge the dense layer, which determines the output of 1 

unit. Next, we used a very common optimizer, the Adam 

optimizer. Then, we fit the LSTM model to run at 100 

epochs and 32 batch sizes. 

We will conduct a k-fold on the data to improve results' 

complexity. K -fold is a cross-validation technique that 

requires the creation of various models on subsets of the 

data set. This approach would be very beneficial in 

achieving the desired predictive precision standard. 

3-4-2 Random Forest Regressor 

The random forest regression (RFR) incorporates a vast 

collection of decision trees trained together to produce a 

more precise and reliable final forecast [12]. A regression 

tree is ordered from the leaf to the root node based on 

some parameters. RFR consists of a supervised learning 

algorithm for predicting output target feature average by 

bootstrap aggregation or bagging of independently built 

decision trees [34]. Bootstrap aggregation or bagging is 

used for lowering variance error sources of independently 

built decision trees. We first randomly select points from 

the training data set of employment rate, worker income 

and revenue of different sectors. Then we created a 

bootstrap sample of the random data with replacement and 

created the root node, eventually forming a decision tree. 

After that, we created 200 different decision trees from it. 

To estimate an economic recession, each decision tree 

forecasts a data point value for worker income, 

employment rate and revenue and finally assigns the 

average new data point over all the expected values. 

Forest-random regression trees use a greedy top-down 

method to define ideal recursive divisions in binary nodes. 

  

    (   )  (∑ (     )
  

   )  (17) 

 

Here SSE=Sum Squared error,     output target feature 

data, and     terminal node output target feature mean 

And    is calculated by, 

 

    
 

 
∑ (  )

 
     (18) 

 

Here    is the mean terminal node, m=number of 

observations in the terminal node, and    output target 

feature data. 

In a Random Forest regression algorithm, tree bagging 

consists of predicting the output feature of an 

independently built decision tree by calculating the 

arithmetic mean, 

 

    
 

 
∑ (  )

 
     (19) 

 

Here     mean output target feature detection, k=number 

of independently built decision trees, and 

  =independently built decision trees output feature 

detection. 

Unlike other machine learning techniques, Random Forest 

regressor only needs to set two parameters to construct a 

detection model: the number of regression trees and the 

random state, which is 200 regression trees and the 

random state is set at 0. For accuracy, we calculated the 

mean absolute error, which gives the average of error in 

detection and mean squared and root mean squared error 

to check how close the detection is to the actual value. 

Lastly, we cross-validation to check how well random 

forest regression performs on test data. 

4- Result and Discussion 

In this section, we discuss the achieved results in detail by 

following the described methodology. We will also 

analyze essential factors for achieving these results. 

4-1- Result of Classifiers 

We choose to use two different classifiers to detect a 

country's recession due to a pandemic. Now we will 

discuss results found from multi-layer perceptron and 

random forest algorithm described in section -4.1. The 

formulas for calculating Table 1 values for MLP and 

Random Forest classifiers are equations no. 20, 21, and 22. 
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  (20) 

             
  

     
  (21) 

 

In equation 21, TP = true positive and FN = false negative. 

 

             
  

     
  (22) 

 

In equation 22, TN = true negative and FP = false positive. 

4-1-1 Multi-layer perceptron 

The MLP classifier demonstrated an accuracy of 81% for 

the employment level, 89% for worker earnings, and 95% 

for national revenue as shown in Table 1. To achieve these 

results, we have used the initial learning rate (alpha) 0.1, 

relu activation function, three hidden layers with different 

units of neurons, and others. 

Table 1: Results from MLP classifier (CV=cross validation 

Section Accu

racy 

Sensiti

vity 

Specificity Accuracy 

(cv) 

Employmen

t level 
81% 100% 0% 82% 

Worker 

Earnings 
89% 100% 0% 88% 

National 

Revenue 95% 100% 67% 87% 

 

Sensitivity for all sectors was 100%. Nevertheless, 

specificity was 0%, 0%, and 67% for employment level, 

worker earnings, and national revenue, respectively. 

However, applying k-fold cross validation where k=5, 

suddenly, the accuracy showed different results. We get 

the mean value of 5 folds, 82% for employment level, 88% 

for worker earnings, and 87% for national revenue, 

respectively, as displayed in Table 1. 

 

 

Fig. 3 Results from MLP classifier before and after cross validation (CV) 

 

Figure 3 demonstrates accuracy before and after cross-

validation of all three sectors. For employment level, 

accuracy increased after cross-validation, but accuracy 

decreased for worker earnings and national revenue. 

4-1-2 Random Forest classifier 

By using the Random Forest classifier, we got an accuracy 

of 81% for employment level, 89% for worker earnings, 

and 85% for national revenue shown in Table 2. We have 

used n-jobs equal to -1 for faster processing, logging 

output as verbose for continuous feedback, n-estimator is 

100 and used criterion as gini for the Gini impurity. 

Table 2: Results from Random Forest classifier 

Section Accuracy Sensitivity Specificity Accuracy(cv) 

Employment 

level 
81% 100% 0% 98% 

Worker 

Earnings 
89% 100% 0% 99% 

National 

Revenue 
85% 100% 67% 98% 

 

Sensitivity for all sectors was 100%. Nevertheless, 

specificity was 0%, 0%, and 67% for employment level, 

worker earnings, and national revenue, respectively. 

However, applying k-fold cross validation where k=5, 

suddenly, the accuracy showed different results. We get 

the mean value of 5 folds, 98% for employment level, 99% 

for worker earnings, and 98% for national revenue, 

respectively, as displayed in Table 2. 

Figure 4 exhibits accuracy before and after cross-

validation of all three sectors. For all three sectors, 

accuracy increased after cross-validation. 

        Fig. 4 Results from Random Forest classifier before and after cross 

validation (CV) 

4-2- Result of Regressors 

We used two different regressors, long short-term memory 

and random forest, to determine how much loss a country 

might face for a pandemic effect. This section will discuss 

experimental results found from them described in section 

4.2. The formulas for calculating Table 1 values for LSTM 

and Random Forest regressors are equations no. 23,24, 25 

and 26. 
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  (23) 

                     (∑      
 
   )    (24) 

In the equation 24,   =predicted value   =true value and 

n=total number of data points  

 

                    (∑ (     )
  

   )    (25) 

 

In the equation 25,   = predicted value   = true value and 

n = total number of data points  

 

                         √(∑ (     )
  

   )    (26) 

 

In the equation 26,   = predicted value    = true value and 

n = total number of data points. 

4-2-1 Long term short-term memory 

From Table 3, we got an accuracy of 90.04% for 

employment level, 90.33% for worker earnings, and 92.62% 

for national revenue using the LSTM. We get 2.63% mean 

absolute error, 0.12% mean squared error, and 3.46% root 

mean squared error for national revenue. Again, 4.87% 

mean absolute error, 0.24% mean squared error, and 4.89% 

root means squared error for employment level. Finally, 

4.68% mean absolute error, 0.22% mean squared error, 

and 4.72% root means squared error for worker earnings. 

Table 3: Results from LSTM regression 

Section Accuracy MAE MSE RMSE 

Employment 

level 
90.04% 4.87% 0.24% 4.89% 

Worker Earnings 90.33% 4.68% 0.22% 4.72% 

National 

Revenue 
92.62% 2.63% 0.12% 3.46% 

 

The visual representation of actual and predicted data 

using LSTM regression are in Figures 5, 6 and 7. 

  
Fig. 5 Comparison of real and modeled (LSTM) data of employment rate 

of all sectors. 

Figure 5 illustrates actual (original labeled) and predicted 

(predicted labeled) data we found using LSTM for 

employment rate or level. This figure, the x-axis, shows 

the number of days, and the y-axis shows the employment 

rate for all sectors. The predicted rates are 90.04% 

accurate. 

Fig. 6 Comparison of real and modeled (LSTM) data of worker earnings 

of all sectors 

Fig. 7 Comparison of real and modeled (LSTM) data of national revenue 
all sectors. 

Figure 6 represents actual (original labeled) and predicted 

(predicted labeled) data we found using LSTM for worker 

earnings. This figure, the x-axis, shows the number of 

days, and the y-axis shows worker earnings for all sectors. 

The predicted earnings are 90.33% accurate. 

Figure 7 shows actual (original labeled) and predicted 

(predicted labeled) data we found using LSTM for national 

revenue. This figure, the x-axis, shows the number of 

days, and the y-axis shows the national revenue for all 

sectors. The predicted rates are 92.62% accurate. 

4-2-2 Random Forest regression 

From Table 4, we get an accuracy of 93.16% for workers' 

earnings, 93.18% for employment level, and 95.53% for 

national revenue using the random forest regression. We 

get 3.63% mean absolute error, 0.16% mean squared error, 

and 4.05% root means squared error for employment level. 

Again, 3.65% mean absolute error, 0.15% mean squared 

error, and 3.97% root means squared error for worker 

earnings. Finally, 2.02% mean absolute error, 0.07% mean 

squared error, and 2.69% root mean squared error for 

national revenue. From Table 4, it is clear that accuracy 
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for the employment level, worker earnings, and national 

revenue is consistent, and the error percentage is low. 

Table 4: Results from Random Forest regression 

Section Accuracy MAE MSE RMSE 

Employment 

level 
93.18% 3.63% 0.16% 4.05% 

Worker 

Earnings 
93.16% 3.65% 0.15% 3.97% 

National 

Revenue 
95.53% 2.02% 0.07% 2.69% 

 

The visual representation of actual and predicted data 

using random forest regression are in Figure 8, 9 and 10. 

 

Fig. 8 Comparison of real and modeled (Random Forest Regression) data 

of worker earnings of all sectors. 

Figure 8 illustrates actual (original labeled) and predicted 

(predicted labeled) data we found using random forest 

regression for employment rate or level. This figure, the x-

axis, shows the number of days, and the y-axis shows the 

employment rate for all sectors. The predicted rates are 

93.18% accurate. 

 

Fig. 9 Comparison of real and modeled (Random Forest Regression) data 

of employment rate of all sectors. 

Figure 9 represents actual (original labeled) and predicted 

(predicted labeled) data we found using random forest 

regression for worker earnings. This figure, the x-axis, 

shows the number of days, and the y-axis shows worker 

earnings for all sectors. The predicted earnings are 93.18% 

accurate. 

 

Fig. 10 Comparison of real and modeled (Random Forest Regression) 

data of national revenue all sectors. 

Figure 10 shows actual (original labeled) and predicted 

(predicted labeled) data we found using random forest 

regression for national revenue. This figure, the x-axis, 

shows the number of days, and the y-axis shows the 

national revenue for all sectors. The predicted rates are 

95.53% accurate. 

4-3- Discussion 

The goal of this model is to provide approximately 

financial downfall due to the pandemic by analyzing eight 

months (239 days) data of different economic sectors. The 

models demonstrated that it is possible to achieve a quality 

model using economic indicators as inputs through multi-

layer perceptron (MLP), long short-term memory (LSTM) 

RNN, and Random Forest classifier and Regressor. The 

revenue, employment level, and worker earnings models 

use the same learning rate. When more data is available, a 

new detection can be produced with the latest data set by 

the neural network and random forest algorithms. The 

findings demonstrate the potential to use these algorithms 

in the future to model almost the same phenomenon. We 

have developed this model solution on all available data, 

which is incredibly constrained. Although the volume of 

data is minimal, in all three situations, we have superior 

accuracy. 

In the MLP classifier, we got 81% accuracy for 

employment level, 89% for worker earnings, and 95% for 

national revenue. Although applying k-fold, employment 

level and worker earnings model accuracy increased, 

national revenue model accuracy decreased from 95% to 

88%. On the other hand, LSTM revenue got 92.62%, 
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LSTM employment rate got 90.04%, and LSTM earnings 

got 90.33%, which is appreciable with this limited amount 

of data. Including one year of training data and validation 

data to improve these models to decrease the data 

limitation problem. Besides, to improve this model for 

higher accuracy in the future by enclosing bidirectional 

LSTM, recurrent neural networks, and other appropriate 

algorithms in the current model. 

For the global pandemic situation like COVID-19, we 

used different economic sectors reports as inputs. We 

correctly predicted the economic recession outbreak, 

including revenue, employment rate, and earnings data set. 

Like the LSTM, MLP, we use random forest classifier and 

regression to learn national revenue, employment level, 

and workers' earnings. This model has done an excellent 

job of predicting the most recent data. The model gives us 

a positive indicator for foreseeing the economic recession. 

Though we have used limited data for this detection, we 

got excellent accuracy in all the cases. 

The advantage of the random forest classifier is its tall 

precision for multi-class classification, which is of the 

highest need [12]. In addition, as the random forest 

classifier builds different decision trees, and the ultimate 

result is assessed depending on the voting of these trees, 

the issue of overfitting happening in a single choice tree 

approach is killed. The random selection of feature vectors 

and random choice of features during learning makes the 

Random Forest classifier and Regressor solid and 

productive for any dataset [12]. Forecast analysis from [35] 

appears to have an accuracy of up to 90% in foreseeing 

classes with an ensemble approach. Using the random 

forest classifier model, we got an accuracy of 81% for 

employment level, 89% for worker earnings, and 85% for 

national revenue. 

On the other hand, using the Random Forest regression 

model, we got an accuracy of 95.53% for national revenue, 

93.18% for employment level, and 93.16% for worker 

earnings. After applying k-fold cross validation where k=5, 

suddenly the accuracy level showed different results for 

random forest classifier. Taking the mean value of 5 folds, 

we get 98.94% for employment level, 99.04% for worker 

earnings, and 98.43% for national revenue, prepared with 

a limited amount of data. Random Forest Classifiers and 

regression are helpful tools for economists and 

practitioners dealing with forecasting economic recession 

detection. 

We did provide a warning model system for increasing 

awareness of an upcoming shock event. Economic crisis 

detection is essential for practitioners and policymakers 

since it provides an in-depth understanding of economic 

linkage breakdowns after a crisis. We proposed a system 

where we selected some crucial indicators that can be used 

to predict the economic crisis. As we know that economic 

conditions are continually changing, and during a 

pandemic, it changes drastically. So economic downfall 

detection will remain an open research issue with many 

situations and challenges to address. Continuously train 

the data-set with a more diverse set of machine learning 

algorithms and deep learning architectures that will benefit 

this research. The use of a developed and more robust 

technique will enhance the detection of the forecasting 

economy. Finally, a large amount of data-set will allow us 

to predict more accurately by filtering out noise embedded 

in the time series data. 

Furthermore, cross-validation and comparison of training 

and testing data sets are essential. Since it helps one truly 

understand the models' meaning and efficiency and thus 

improve the outcome's reliability. In this prospective 

research aspirants, the importance of these latest 

technologies needs to be discussed. Before a country faces 

an economic recession, it is crucial to identify which 

sector to emphasize to minimize this unexpected scenario. 

Analyzing the data and detecting the economic impact to 

help save a country's significant capital using machine 

learning. 

5- Conclusion 

Several studies demonstrate that pandemic outbreaks 

caused considerable economic changes. In this present day, 

Covid-19 makes a tremendous economic impact on the 

global economy in terms of revenue, employment level, 

workers' earnings, and many more. The situation worsens 

due to the covid-19 pandemic, so prediction of the 

economic factor is necessary for taking early steps. So, 

this paper uses machine-learning algorithms to identify 

and predict the recession. This paper detected the recession 

in three different sectors of the USA that occurred due to 

this pandemic and got higher accuracy. When more data is 

available, the performance will be much higher. Including 

other algorithms and more data, we can forecast sector-

wise economic recessions. We can achieve a model that 

can detect and forecast recessions that might occur in the 

future and help stakeholders take decisions as early as 

possible. To save a country's economy before it breaks 

apart, this model could play a vital role. 
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