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Abstract  
The expansion of touch-screen devices has provided the possibility of human-machine interactions in the form of free-hand 

drawings. In sketch-based image retrieval (SBIR) systems, the query image is a simple binary design that represents the 

mental image of a person with the rough shape of an object. A simple sketch is convenient and efficient for recording ideas 

visually, and can outdo hundreds of words. The objective is to retrieve a natural image with the same label as the query sketch. 

This article presents a multi-step training method. Regression functions are used in the deep network structure to improve 

system performance, and various loss functions are employed for a better convergence of the retrieval system. The 

convolutional neural network used has two branches, one related to the sketch and the other related to the image, and these 

two branches can have the same or different architecture. After four training steps, a 56.48% MAP was achieved, indicating 

the desirable performance of the network.  

 

 

Keywords: Sketch-Based Image Retrieval (SBIR); Deep Learning; Multi-Step Training; Contrastive loss; Triplet loss. 
 

1- Introduction 

The advances in multimedia technologies and the 

widespread use of the Internet have fundamentally changed 

human life. Audio, video, and images are known as 

multimedia data and can be useful in various fields, including 

military, medical, legal, and commercial [1]. Any system that 

can analyze and recover these data can be efficient and 

valuable. Among these, images are the most popular 

multimedia data [2]. 

The issue of image retrieval can be done in different ways, 

for example, content-based image retrieval or (CBIR) can be 

mentioned, which has been of interest in the past [3]. But 

here, discussed issue is sketch-based image retrieval. As 

stated, this issue involves retrieving a natural image with the 

same label as the query sketch. It mainly focuses on 

extracting representative and shared features from simple 

sketches and natural images [4]. Scale-invariant feature 

transform (SIFT) is one of the most common matching 

methods previously used in the remote sensing image 

registration[5]. The challenge in SBIR is that free-hand 

sketches are inherently abstract and symbolic, which 

magnifies the cross-domain discrepancy between sketches 

and the real image. Deep learning methods are used to 

alleviate this problem [6].  

For a better understanding of the subject, a description could 

be provided about the differences between sketches and real 

images. Sketches solely have the holistic shape and salient 

local shapes (and sometimes symbolic colors), while real 

images have details on shape, color, and texture. Most 

sketches contain no background, while real images can have 

cluttered and complex backgrounds. Even when a sketch and 

an edge map depict the same object or scene, their abstraction 

levels are dramatically different. This difference is due to the 

randomness of the sketch lines, simplification and missing 

details, disproportion, and unrealistic objects (several parts 

of objects are drawn unrealistically) in sketches [2]. In 

general, sketches represent the shape and spatial position, 

while real images include other useful information, such as 

color and texture [1]. Sketches are considered a highly 

scattered signal compared to real images, and their analysis 

is challenging due to the low input information and the 

abstractness of sketches. Therefore, comparing low-detail 

images with pixel-dense real images is difficult [7]. 

A method of collecting sketch data is edge detection 

techniques and algorithms, such as the fuzzy-based ACO 

algorithm [8] or using fuzzy cognitive map [9]. This paper, 

presents a comprehensive investigation of triplet embedding 

strategies evaluating on three databases (Quick-Draw, TU-
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Berlin, and Sketchy). Similar to papers on deep networks for 

object recognition [10], the present study explores 

appropriate CNN architectures, weight-sharing schemes, and 

training methodologies to learn a low-dimensional 

embedding for the representation of both sketches and 

photographs in practical terms as a space amenable for a fast 

approximation of the nearest neighbor (ANN) search (e.g., 

L2 norm) for SBIR. Also, a novel triplet architecture and 

training methodology is proposed that is capable of 

generalizing across hundreds of object categories, and its 

performance is demonstrated in comparison to existing SBIR 

methods by a significant margin on leading benchmarks. 

We propose a multi-step training methodology and 

investigate several network designs, comparing the Siamese 

architecture with the Heterogeneous and Hybrid ones. we 

aimed to develop a training strategy for partial sharing 

networks. 

2- Related works 

Sketch-based image retrieval (SBIR) has been studied since 

the early 1990s, and content-based retrieval (CBIR) were the 

subject of discussions from 1990 to 1994 [2]. This field 

remains attractive to researchers. For example, one 

researcher on CBIR has presented a method based on the 

combination of Hadamard matrix, discrete wavelet transform 

(HDWT2), and discrete cosine transform of DCT [11]. From 

1994 onwards, studies on sketch-based image retrieval 

(SBIR) began [2]. Del Bimbo and et al. [12] introduced a 

module called the object localization, which separated and 

selected the main areas of an image with the help of 

rectangles, normalized these windows to be the same size, 

and then coded their spatial relationships. In this method, 

only the main subjects of the image were selected and 

compared. So far, all the reviewed works have employed 

pixel-based similarity metrics, but these metrics usually 

require costly computations costly and have little flexibility. 

Later, the feature extraction module was introduced to 

extract various feature types, which were robust to edge 

variations. Chans et al. [13] believed that users tended to 

ignore details when drawing the sketches and proposed a 

curvelet model to extract and encode the prominent edge 

segments of images. Rajendra and Cheng [14] used a multi-

scale representation of edge maps to indicate changes in the 

level of detail in human-drawn sketches. They believed that 

the combination of scales preserved the details of the sketch. 

In another method, a binary mask was used for objects that 

spatially matched the real image. Another method is gallery 

displaying module, which uses K-means tree and best-bin-

first strategy in combination. The combination of these two 

algorithms accelerated the recovery speed by several times 

[2, 15]. 

Another pixel-based method is OCM, which seeks the 

closest edge pixel in the sketch that is related to the image. 

More recently, with the introduction of deep learning and the 

use of deep neural networks, research in the field of SBIR 

took a new form [16, 17]. Convolution networks are 

comprehensive and efficient in image processing and 

alleviate numerous deficiencies and ambiguities of data. 

Neural network-based methods are generally robust in 

identifying data patterns, superior in speed, flexible against 

environmental changes, and provide better performance than 

classic statistical models [18]. Recently, custom 

architectures such as Alex-Net, Google-Net [19] combined 

CNN models, and multi-objective ranking networks [20] 

have been used to rank and predict features. Sketch-A-Net is 

a deep networks designed for sketch-based image retrieval 

problem [6].  

It explores recognition (rather than search) using a single-

branch network resembling a short-form Alex-Net [10]. 

Sketch-A-Net is a component of the works of Bhattacharjee 

et al. [21] and Sain et al. [7]. Sketch-A-Net is also explored 

in the present study and compared with several other 

contemporary architectures. 

An early work on multi-branch networks for sketch retrieval 

(of 3D objects) was the contrastive loss network by Wang et 

al. [22], which independently learned branch weights to 

bridge the domains of sketch and 2D renderings of silhouette 

edges. In a recent short paper, Qi et al. [23] propose a two-

branch Siamese network with contrastive loss. Their results, 

although comparable with other methods using shallow 

features, are still far behind state-of-the-art by a large margin. 

As we show later, learning a single function to map disparate 

domains to the search space appears to underperform designs 

where branch weights are learned independently or semi-

independently. 

Triplet CNNs employ three branches [24, 25]: (i) an anchor 

branch, which models the reference object, (ii) one branch 

representing positive examples (which should be similar to 

the anchor) and (iii) another modeling negative examples 

(which should differ from the anchor). The triplet loss 

function is responsible for guiding the training stage 

considering the relationship between the three models. 

Triplet CNNs have recently been explored for face 

identification [26], tracking [27], photographic visual search 

[28], and sketched queries to refine search within a single 

object class (e. g. fine-grain search within a dataset of shoes) 

[7]. Similarly, a fine-grained approach to SBIR was adopted 

by the recent Sketchy system of Sangkloy et al. [29] in which 

careful reproduction of stroke detail is invited for object 

instance search. Researchers report that using a fully-shared 

network was better than using two branches without weight 

sharing. However, the authors in [29] suggest it is more 

beneficial to avoid sharing any layers in a cross-category 

retrieval context. Also, a hybrid design was explored by Bui 

et al. [30] using the same architecture on both branches but 

sharing certain layers. However, as their model learns a 

mapping between sketch and edge map (rather than image 

directly) its performance is limited. Furthermore, it is still 

unclear whether triplet loss works better than contrastive loss.  
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This paper uses a generic multi-step training methodology 

for cross-domain learning that leverages several loss 

functions in training shared networks as illustrated in Figures 

1, 2 and 3. Also an extensive evaluation of ConvNet 

architectures and weight-sharing strategies is carried out. 

3- Proposed Method  

The present study proposes a multi-step training method  

and examines several network architectures. This method, 

training the network independently at first (without sharing 

the weights) and then training in shared manner to modify 

and improve the performance. Lastly other data sets are 

applied to modify the weights of the training system. Two 

functions are used in this training process: contrast loss and 

triple loss. 

 

Fig. 1 Block diagram of the multi-step training SBIR system 

 

Figure 1 shows the block diagram of the proposed multi-step 

training sketch-based image retrieval method. Datasets were 

collected in the first block. In the upcoming research, three 

well-known and extensive datasets in sketch-based image 

retrieval are used:  Sketchy, TU-Berlin, and Quick-Draw. In 

the second block, some pre-processing is done on datasets 

for equalization before entering into the networks for training. 

First, all the images were set to 256×256. Since the datasets 

contained sketches with different thicknesses, they were all 

equalized via the thinning method used in [10]. The data 

augmentation process was done (fully explained in Section 

3.3. later). After pre-processing the data, the training phase 

began. The third block involved the unshared training step, 

which is the first step of the proposed training. At this step, 

the training was done independently without sharing the 

weights of the layers. That is, the sketch branch and the 

image branch were trained separately using Soft-max loss for 

a simple classification. The fourth block involved shared 

training, the second step of the proposed method. In this step, 

a two-branch network was formed, and the unshared layers 

of the previous step were frozen. Soft-max loss and contrast 

loss (Eq. 3) functions were used to train shared layers in this 

step. In the next block, the third step of the proposed method, 

all the layers were defrosted. The training then continued by 

forming a triplet network and triplet loss and soft-max loss 

functions. After these steps, the image of the sketch was 

finally retrieved. 

Table 1 shows the summary of the literature. 

Table 1. The summery of the literature 

step explanation 

1 Collecting datasets: (Sketchy, Tu-Berlin, Quick-
Draw) 

2 Pre-processing images: (resize all datasets to 
256*256, equalizing, and …) 

3 Unshared training: (for sketch branch training 
was done independently without sharing the 
weights of the layers, and for image branch 

training was done separately using soft-max loss 
for simple classification.)  

4 Shared training: (we have two-branch network. 
unshared layers of the previous step were frozen. 
Soft-max and contrast loss functions were used) 

5 Training triplet network: (all the layers were 
defrosted. Training continued by forming a triplet 
network and triplet and soft-max loss functions.) 

6 Retrieval: (the image of the sketch was retrieved) 

3-1- Architecture 

Investigating a sketch-based image retrieval problem, 

requires at least one deep convolution bifurcation network. 

The branch architecture related to sketch and image can be 

the same or different. This paper, investigated Sketch-A-Net, 

Alex-Net, VGG-16 and InceptionV1 (Google-Net) for the 

sketch branch and Alex-Net, VGG-16, and InceptionV1 for 

the image branch. Low-level features are often learned in the 

lower layers of the convolutional network, while semantic 

features are obtained by training the upper layers. Therefore, 

in this process, the upper layers are trained jointly and the 

lower layers independently. All possible permutations with 

the mentioned architectures are explored for the sketch and 

image branches. When the architectures of the sketch and 

image branches are completely different, one or more fully 

connected layers are required to unify the branches. 

Here, the loss functions used in the training process are 

described. Let 𝑋𝑠 = {𝑥𝑠}  and 𝑋𝐼 = {𝑥𝐼}  be collections of 

training sketches and images, respectively. The contrastive 

loss function accepts a pair of input examples (𝑥𝑠; 𝑥𝐼) and 

regresses their embedding closer or pushes them away, 

depending on whether 𝑥𝑠  and 𝑥𝐼  are similar [10]. Let Y 

represents the label of a training pair (𝑥𝑠; 𝑥𝐼) so that: 

𝑌 = {
0                 𝑖𝑓 (𝑥𝑠, 𝑥𝐼)𝑎𝑟𝑒 𝑠𝑖𝑚𝑖𝑙𝑎𝑟

1           𝑖𝑓 (𝑥𝑠, 𝑥𝐼)𝑎𝑟𝑒 𝑑𝑖𝑠𝑠𝑖𝑚𝑖𝑙𝑎𝑟
              (1) 

The cross-domain Euclidean distance between the outputs of 

the two branches is calculated as: 

𝐷(𝑥𝑠, 𝑥𝐼) =  ‖𝐹𝜃𝑠 ,𝜃𝑐

𝑆 (𝑥𝑠) − 𝐹𝜃𝐼 ,𝜃𝑐

𝐼 (𝑥𝐼)‖
2
             (2) 

Provide dataset

Data augmentation & resize

Train unshared layers

Train shared layers

Train the whole triplet network

Retrieve image from sketch
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Where parameters 𝜃𝑠  and 𝜃𝐼 represent domain-specific 

layers, 𝜃𝑐  is the shared part, and 𝐹𝜃𝑠 ,𝜃𝑐

𝑆 (𝑥𝑠) and 𝐹𝜃𝐼 ,𝜃𝑐

𝐼 (𝑥𝐼) 

are the embedding functions for sketch and image domains, 

respectively. 

The contrastive loss is thus defined as: 

ℒ𝑐(𝑌, 𝑋𝑆, 𝑋𝐼) =
1

2
(1 − 𝑌)𝐷2(𝑋𝑆, 𝑋𝐼) +

1

2
𝑌{𝑚 −

𝐷2(𝑋𝑆, 𝑋𝐼)}+                (3) 

In which {. }+  is hinge loss function, and m is a defining 

margin and acceptable threshold for the dissimilarity of the 

sketch and image. 

Triplet loss [7] maintains a relative distance between the 

anchoring example and both a similar and a dissimilar 

example. For the triplet input (𝑋𝑆, 𝑋+
𝐼 , 𝑋−

𝐼 ), where 𝑋𝑆 is an 

anchor sketch, and 𝑋+
𝐼  is a similar and 𝑋−

𝐼  is a dissimilar 

image, the triplet loss defined as: 

ℒ𝑐(𝑋𝑆, 𝑋+
𝐼 , 𝑋−

𝐼 ) =
1

2
{𝑚 + 𝐷2(𝑋𝑆, 𝑋+

𝐼 ) − 𝐷2(𝑋𝑆, 𝑋−
𝐼 )}+      

(4) 

The CNN network consists of three branches to 

accommodate the triplet input (𝑋𝑆, 𝑋+
𝐼 , 𝑋−

𝐼 ): a sketch branch 

(anchor) and two identical image branches (positive and 

negative). The value of margin m is set as 0.2 in all 

experiments Suggested in reference [10]. 

An intermediate, fully-connected (FC) layer is added without 

post-activation to learn the dimensionality reduction during 

the training steps. An embedding layer lower-dim is added 

between layer FC7 (D= 4096) and the output layer FC8 (D = 

250) without activation ReLU (fig.1). The connection from 

FC7 to FC8 is linear. The presence of the domain reduction 

layer does not affect the performance of the classification 

layer. 

3-2- Training 

The proposed multi-step training has four steps: 

- Step 1 

In this step, the unshared layers learn the features distinctive 

to their domain without being mixed with other domains 

(figure 2). 

 

Fig. 2 Training the unshared layers 

ℒ𝐸  and ℒ𝑅  denote the cross entropy and regularization 

losses: 

ℒ𝐸(𝑍) = − log (
𝑒𝑧𝑦

∑ 𝑒𝑧𝑖𝑖
)                (5) 

ℒ𝑅(𝜃) =
1

2
∑ 𝜃𝑖

2
𝑖                 (6) 

So, in step 1, equations 7 and 8 show the representative 

model for each domain: 
arg 𝑚𝑖𝑛

𝜃𝑆, 𝜃𝐶
∑ ℒ𝐸𝐼 (𝐹𝑆(𝑋𝑖

𝑆)) + 𝜆ℒ𝑅(𝜃𝑆, 𝜃𝐶)             (7) 

arg 𝑚𝑖𝑛
𝜃𝐼 , 𝜃𝐶

∑ ℒ𝐸𝑖 (𝐹𝐼(𝑋𝑖
𝐼)) + 𝜆ℒ𝑅(𝜃𝐼, 𝜃𝐶)               

(8) 

Where λ is the weight decay term, and 𝜃𝐶  was learned 

independently. 

- Step 2 

In this step, the shared layers learn the high-level 

common features between the two domains by 

comparing and contrasting the low-level features from 

both domains (figure 3). 
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Fig. 3 Training the shared layers 

Equation 9 shows the model for the two domains together: 
arg 𝑚𝑖𝑛

𝜃𝑐
∑ ℒ𝐸 (𝐹𝑆(𝑋𝑖

𝑆)) + ∑ ℒ𝐸(𝐹𝐼(𝑋𝑖
𝐼)) +𝑖𝑖

𝛼 ∑ ℒ𝐶(𝑌𝑖 , 𝑋𝑖
𝑆, 𝑋𝑖

𝐼) + 𝜆ℒ𝑅(𝜃𝐶)𝑖                (9) 

In which 𝛼  is the weight of the regression term. As [10] 

suggests, 𝛼 = 2.0 in all experiments.  

- Step 3 

In this step, at the beginning of training, two loss functions 

are applied equally, and then the weight of the triple loss is 

increased (𝛼 = 2.0). Figure 3 and Equation 10 display the 

learning regression in this step. 

arg 𝑚𝑖𝑛
𝜃𝑆, 𝜃𝐼 , 𝜃𝐶

∑ ℒ𝐸 (𝐹𝑆(𝑋𝑖
𝑆)) + ∑ ℒ𝐸(𝐹𝐼(𝑋𝑖+

𝐼 )) +𝑖𝑖

∑ ℒ𝐸(𝐹𝐼(𝑋𝑖−
𝐼 ))  +  𝛼 ∑ ℒ𝑇(𝑋𝑖

𝑆, 𝑋𝑖+
𝐼 , 𝑋𝑖−

𝐼 )  +𝑖𝑖

 𝜆 ℒ𝑅(𝜃𝑆, 𝜃𝐼 , 𝜃𝐶)                                                      (10) 

- Step 4 

In this step, the model is modified further by repeating Step 

3 on another dataset (figure 4). This training method allows 

shared and unshared layers to be trained independently in 

separate steps. In this method, the possibility of partial 

sharing across the branches is provided, which further 

reduces overfitting due to the significant reduction of 

training parameters. At the same time, learning flexibility is 

maintained for each domain. 

 

Fig. 4 Training the whole triplet network 

It appears that triple and contrast loss functions are important 

in the training process, but they are not enough to adjust the 

training. Therefore, the soft-max loss function was also used 

in all training steps. Past research has also shown that the 
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soft-max loss function plays an important role in the 

convergence of training [10].  

3-3- Data Augmentation 

Data augmentation is essential in preventing overfitting, 

especially when the training data is limited. In the proposed 

method, the following procedures were used to increase the 

data. 

1. A random cut with a dimension of 225×225 as input for 

Sketch-A-Net network, 227×227 for Alex-net network, and 

224×224 for VGG and Inception networks. 

2. A random rotation in the range of [−5,5] degrees; 

3. A random scaling in the range of [0.9 − 1.1]; 
4. A random horizontal rotation; 

5. The method used only for sketches is called line ranking 

[10].  

This method, is applicable for sketches with at least ten lines. 

The lines of the sketch are divided into four equal groups 

based on their importance so that the lines of the first group 

are the primary lines (the most important lines that related to 

the more coarse structure of the object) this group of lines is 

always kept, and the lines of the following groups decrease 

in importance each time. When one of the groups (except 

group one) is removed, a new sketch image is obtained every 

time [10].  

4- Exprimental Results 

The proposed multi-step training process was tested on 

several architectures of convolutional networks with sketch 

and image input. The impact of data augmentation operations 

on the training process was also evaluated.  

4-1- Evaluation Ceriteria 

4.1.1 Percision 

Precision is one of the most common evaluation criteria used 

in classification problems. It is based on the ratio of the 

correctly classified samples to the total number of identified 

samples (samples that are incorrectly and correctly classified) 

[31]. The formula for calculating precision is as follows. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
×100             (11) 

 

Where TP shows the correctly identified samples and FP 

shows the misidentified samples.  

4.1.2 Recall 

The recall is a measure obtained from the ratio of correctly 

classified samples to the sum of samples that are correctly 

identified and samples that are incorrectly rejected [32]. It is 

expressed as the below formula. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
               (12) 

4.1.3 Mean Average Precision 

Average precision is calculated as the weighted mean of 

precisions at each threshold. The weight is the increase in 

recall from the prior threshold. The mean average 

precision is the average of AP of each class [33]. 

𝐴𝑃 =
1

𝑁
∑ 𝑃𝑖𝑛𝑡𝑒𝑟𝑝(𝑟)𝑟              (13) 

Where 𝑃𝑖𝑛𝑡𝑒𝑟𝑝(𝑟) is precision in point recall (r), and MAP is 

the average AP in each dataset class. 

 

4.1.4 Kendall’s Correlation Coefficient (𝝉𝒃) 

Let (𝑥1, 𝑦1), … , (𝑥𝑛, 𝑦𝑛) be a set of observations of the joint 

random variables X and Y, such that all the values of (𝑥𝑖) 

and (𝑦𝑖) are unique (ties are neglected for simplicity). Any 

pair of observations ( 𝑥𝑖 , 𝑦𝑖 ) and ( 𝑥𝑗 , 𝑦𝑗 ), where i<j, are 

considered concordant if the sorting order 

of ( 𝑥𝑖 , 𝑥𝑗 ) and ( 𝑦𝑖 , 𝑦𝑗 ) agrees. That is if either 

both  𝑥𝑖 >𝑥𝑗  and 𝑦𝑖 >𝑦𝑗  or both 𝑥𝑖 <𝑥𝑗  and 𝑦𝑖 <𝑦𝑗  are true. 

Otherwise, they are discordant [10]. 

The Kendall τ coefficient is defined as: 

𝜏 =
(𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑐𝑜𝑟𝑑𝑎𝑛𝑡 𝑝𝑎𝑖𝑟𝑠)−(𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑖𝑠𝑐𝑜𝑟𝑑𝑎𝑛𝑡 𝑝𝑎𝑖𝑟𝑠)

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑖𝑟𝑠
=

1 −
2(𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑑𝑖𝑠𝑐𝑜𝑟𝑑𝑎𝑛𝑡 𝑝𝑎𝑖𝑟𝑠)

(𝑛
2)

            (14) 

In which (𝑛
2
) =

𝑛(𝑛−1)

2
  is the binomial coefficient for the 

number of ways to choose two from n items. 

4-2- Datasets 

The proposed networks were evaluated using three datasets. 

1) Tu-Berlin: 

 It is one of the most famous datasets in sketch-

based image retrieval and includes 250 classes with 

80 images in each, providing a total of 20,000 PNG 

images of hand-drawn sketches with a size of 

128×128 (Figure 6(a)) [34, 35]. This dataset was 

used for training and testing the first three training 

steps. 

2) Quick-Draw: This dataset has highly simple 

sketches. It contains 330,000 sketches and 204,000 

images with a size of 256×256, divided into 110 

classes (Figure 6(b)). It was used to adjust and 

modify the training model in the fourth step. 

3) Sketchy: It is a large dataset of sketches and original 

images. It contains 75471 hand-drawn images with 

125 classes. Of these, 100 classes are shared with 

the Tu-Berlin dataset, and 25 classes are new 

https://en.wikipedia.org/wiki/Concordant_pair
https://en.wikipedia.org/wiki/Binomial_coefficient
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(Figure 6(c)) [36]. This dataset was used to evaluate 

the proposed model. 

Since the Tu-Berlin dataset includes only sketches, Internet 

databases such as Creative Commons [10] and older datasets 

such as Flickr-15 [37] or Google search engine were also 

searched to obtain the original images. 

 

4-3- Training and Testing  

A total of 25% of the Tu-Berlin images were selected 

randomly as the training set, and the remaining 75% were 

used as the test set. For simplicity, Sketch-A-Net architecture 

was used for the sketch branch, and Alex-Net architecture for 

the image branch. Slight changes were made in the Sketch-

A-Net architecture to share the weights between the two 

networks in such a way that layers 6-7 were taken from the 

Alex-net network, and layers 4-5 were modified as a 

combination of the two networks. The sketch branch was 

trained from the beginning, while the image branch was 

trained using the pre-trained weights from ImageNet. Figure 

5 shows the results of these steps for the proposed multi-step 

training process. 

 

Fig. 5 4 step training of the Sketch-A-Net –and Alex-Net model  
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Figure 6. Examples of the three datasets used in the multi-steps training 

SBIR 

4-4- Testing Different Architectures  

Four different examples of convolution-based network 

architectures were tested for the sketch and image branches. 

Different sharing layers were applied for each possible 

combination according to their architecture and network 

structure.  

The investigations, showed that partial sharing always 

worked better than full sharing or no sharing at all. However, 

the layer of each network with the best performance in 

sharing could only be determined by testing. For example, 

for Alex-Net - Alex-Net mode, the best performance was 

achieved when Conv 5 layer was shared. In AlexNet-VGG16, 

the best performance sharing belonged to sharing the layer 

FC 7, and in Sketch-A-Net – Alex-Net, sharing layer FC-6 

sharing achieved the best performance. In VGG 16-VGG 16, 

sharing block 5 performed better, and in Inception V1-

Inception V1, sharing insept.4e achieved better performance. 

Subsequently, all possible permutations and sharing were 

tested to determine the optimal performance of the reviewed 

architectures. Figure7 shows the results of this review. As the 

Sketch-A-Net architecture can only be applied to the sketch-

edge map mode and does not work on natural images. 

Therefore, this architecture was not used for the image 

branches except for one where the images were turned into 

edge maps.  

As the diagram results show, the sketch branch architecture 

should not be more complicated than the image branch 

architecture. As can be seen, the designs of VGG16-AlexNet, 

Inception V1-AlexNet, and Inception V1-VGG16 are better 

than their counterparts. Also, if Inception V1 architecture is 

selected for the image branch, Sketch-A-Net would be more 

suitable for the sketch branch than Alex-Net or VGG-16, 

even though it has a simpler architecture. 

 

Figure 7. The best performance of different combinations of networks on 

Sketchy dataset  

It can also be seen that using the same architecture for sketch 

and image branches leads to better performance. 

Subsequently, the best performance belongs to the design of 

Inception V1-Inception V1. This architecture was applied to 

the Sketchy dataset, and the increased output in the range of 

64 to 1024 was examined. It was observed that as the 

dimensions increased, the MAP improved continuously. 

However, this also led to an increase in the retrieval speed. 

Therefore, the MAP evaluation criteria and retrieval speed 

were balanced by selecting a dimension of 256 with a 56.32 

map and a recovery time of 6.2 ms for the final model. 

4-5- Evaluation the Final Model   

The proposed model, using Inception V1-Inception V1, 

Inception e4 block sharing, and the output dimension of 256 

on the Sketchy dataset, was compared with other works. 

Table 2 shows the comparison of the proposed multistep 

method with several other research based on the MAP 

criteria. 
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Table 2. SBIR comparison based on MAP criteria   

method Dim. mAP 

(%) 

Siamese with contrastive loss[23] 64 19.54 
Rst-SP-SHELO[31] 3060 20.05 

Triplet sketch-edgemap[30] 100 24.45 
Query-adaptive re-ranking CNN[21]  5120 32.30 

Sketchy triplet[29] 1024 35.91 
proposed Step 2 256 42.12 

sketret [38] 256 43.70 
proposed Step 3 256 48.53 

cross modal (binary) [39] 64 50.60 
cross modal [39] 64 52.30 

SBTKNet[40] 512 55.30 
hybrid cnn (without shape feature)[41] 64 55.30 

proposed Step 4 256 56.48 

 

The Siamese method (Table 2) uses contrastive loss, and 

introduces. A novel convolutional neural network for SBIR 

based on the Siamese network [23]. This method primarily 

draws output feature vectors for input sketch-image pairs 

with similar labels closer and pushes irrelevant pairs away. 

This is achieved by jointly tuning two convolutional neural 

networks which linked by one loss function. As can be seen, 

the results of this method are lower than all the presented 

research.  

Another method is the Rst-SP-SHELO (Table 2). This 

method includes RST-SHELO and improved version of 

SHELO (Soft Histogram of Edge Local Orientations), which 

is an advanced, efficient method for describing sketches. In 

this research, the sketch token approach is used to detect 

image contours utilizing mid-level features. The square root 

normalization is used for a better normalization of SHELO 

and improved performance of the retrieval system. The result 

of this research is marginally better than the Siamese method 

with contrastive loss but is yet to be desirable.  

In the triplet sketch-edge map method [30], convolutional 

neural networks and triplet loss are used. The SBIR problem 

is proposed as a cross-domain modeling problem where a 

depiction invariant embedding of sketch and photo data is 

learned by regression over a Siamese CNN architecture with 

half-shared weights and modified triplet loss function. The 

results of this method are better than the previous two 

methods but are still insufficient. 

Another method shown in Table 2 is the Query-adaptive re-

ranking CNN, which uses the localization technique. It also 

uses the Sketch-A-Net architecture to locate the candidate 

object proposals, exploit appearance information to resolve 

the ambiguities in object proposals and refine the search 

results. In this research, adaptive search is formulated as a 

subgraph selection problem and solved by the maximum 

flow algorithm. The results of this method are better than the 

previous ones (approx. 32.30). 

The Sketchy triplet method is used in [29]. This method 

trains the Sketchy dataset by cross-domain convolutional 

networks that embed sketches and photos in a common 

feature space. The results are similar to that of the GN-

Triplet network (Google-Net) with triplet loss. 

Another example is the SKETRET, which is a ZS-SBIR 

retrieval method. In this research, a new framework is 

introduced, which adapts the bi-level domain of sketch and 

image features using adversarial learning. This framework 

alleviates the mentioned problems by providing modality-

independent features and a class-discriminative latent space. 

This research achieves slightly better results than the 

proposed method in the second step. 

Binary and non-binary cross-modal methods [39] also 

involve a ZS-SBIR problem. The study [39] proposes a novel 

progressive cross-modal semantic network, which first, 

explicitly aligns the sketch and image features to semantic 

features and then projects the aligned features to a common 

space for subsequent retrieval. Cross-reconstruction loss 

functions are often used to improve the alignment features, 

and multi-modal Euclidean loss is used for the similarity 

between the image-sketch pair retrieval features. The results 

for the binary and non-binary modes (Table 2) are higher 

than the proposed method in the third step. 

SBTK-Net and hybrid CNN (without shape feature) methods 

achieve similar results (Table 2). In the SBTK-Net method, 

a simple and efficient framework is proposed that does not 

require large computational training resources. In the 

training and inference steps, only one CNN has been used. A 

pre-trained Image Net CNN (i.e., Res-Net 50) has been set 

with three learning objectives: Domain balanced quadruplet 

loss for learning distinctive features; semantic classification 

loss to preserve the learned semantic knowledge; semantic 

knowledge preservation loss to reduce the computational 

cost and increase the accuracy of the process. In the hybrid 

CNN method (without the shape feature), sketch recognition 

supposedly benefits from learning the appearance and shape 

representation. Therefore, a new architecture called hybrid 

CNN is proposed, that consists of A-NET and S-NET, 

describing the appearance and shape information, 

respectively. 

As Table 2 shows, the proposed method of the present study 

achieves higher results after finishing all four steps than 

other methods. 

Table 3 compares the performance of the proposed multi-

step training system with other studies based on the 

percentage of precision criterion. 
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Table 3. SBIR comparison based on the precision criterion 

method precision (%) 

Sketchy triplet[29] 53.42 
cross modal (binary)[39] 61.50 

cross modal[39] 61.60 
proposed Step 2 63.21 
proposed Step 3 69.35 

fine-grained sbir[42] 78.02 
semi supervised learning[16] 76.22 

proposed Step 3 78.36 

The results show that the Sketchy triplet and binary and non-

binary cross-modal methods have a lower precision than the 

proposed method. The fine-grained SBIR method in [42] 

investigates the FG-SBIR problem. The introduced [42], FG-

SBIR framework [42] starts retrieving as soon as the user 

starts drawing. Also, a mutual retrieval framework based on 

reinforcement learning is developed that directly optimizes 

the rank of the ground-truth photo over a complete sketch 

drawing episode. In addition, in the semi-supervised learning 

method, (FG-SBIR), a novel semi-supervised framework for 

cross-modal retrieval has been introduced, along with a 

discriminator-guided mechanism to guide against unfaithful 

generation and a distillation loss-based regularizer to provide 

tolerance against noisy training samples. In this research, 

generation and retrieval are considered two conjugate 

problems, and a common learning method is devised for each 

module to benefit mutually. These two methods have 

acceptable precision, but the proposed method achieves 

better result. After completing the four steps.  

Table 4 shows the performance of the proposed multi-step 

training system using Kendall’s correlation coefficient (𝜏𝑏) 

[10]. 

Kendall’s correlation coefficient is used in limited studies on 

SBIR, but it is a suitable evaluation criterion. As Table 3 

shows, the proposed multi-step training method performs 

better in terms of Kendall’s correlation coefficient criterion 

than methods such as Triplet sketch-edge map and Sketchy 

triplet. 

Table 4. The comparison based on Kendall’s correlation coefficient (𝜏𝑏) 

method Dim. 𝝉𝒃  

Triplet sketch-edgemap[30] 100 0.22 
proposed Step 2 256 0.33 
proposed Step 3 256 0.36 

Sketchy triplet[29] 1024 0.37 
proposed Step 4 256 0.48 

In this article, we investigated the performance of four CNN 

network architectures and evaluated all possible 

permutations for the image branch and sketch in order to find 

the best combination of the network as well as the 

appropriate loss function with it, in order to optimize and 

increase the accuracy of retrieve. Our simultaneous attention 

to the network architecture, different methods of data 

augmentation and its impact on the training process and 

finding the appropriate loss function with the help of training 

weighting for each network combination has made this 

research unique. On the other hand, we have tried to use 

datasets that includes different image styles due to the 

breadth and diversity of the subject, so that we could 

investigate and cover the challenges related to the dataset . 

5- Conclusions 

This paper proposed a hybrid convolutional neural network 

that uses dual and triple architectures for sketch-based image 

learning and retrieval. Various experiments and 

examinations of different convolutional neural networks 

(e.g., Sketch-A-Net, Alex-Net, VGG-16 and Inception V1), 

determined the best network architecture combination model 

for the proposed retrieval system. Regression functions were 

used in the deep neural network structure to improve system 

performance. Different layers were tested for weight sharing, 

and investigations and methods suggestions were carried out 

for preprocessing the training data. Various Loss functions 

were used for better convergence of the retrieval system. 

Three large, well-known datasets (Sketchy, TU-Berlin and 

Quick-Draw) were used in the training, testing, and 

evaluation process. Lastly, the final model was examined 

based on three evaluation criteria: MAP=56.48%, 

Precision=78.36%, and 𝝉𝒃=0.48. The entire training process 

of the proposed model was carried out on Pytorch platform.  

Further research on this topic could continue by exploring 

multi-domain learning, for example sketch-photo 3D models 

mapping or multi-style artwork retrieval. Recently, deep 

convolutional generative adversarial networks (DC-GANs) 

have shown great potential for sketch-based issues and so 

might offer an interesting alternative to SBIR for sketch-

photo matching. Currently DC-GANs suffer limitations in 

variety of object classes that can be explored when trained.  
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Abstract  
One of the biometric detection methods is to identify people based on speech signals. The implementation of a speaker 

identification (SI) system can be done in many different ways, and recently, many researchers have been focusing on using 

deep neural networks. One of the types of deep neural networks is recurrent neural networks, where memory and recurrent 

parts are handled by layers such as LSTM or Gated Recurrent Unit (GRU). In this paper, we propose a new structure as a 

classifier in the speaker identification system, which significantly improves the recognition rate by combining a convolutional 

neural network with two layers of GRU (CNN+ GRU). MFCC coefficients that have been extracted as cell arrays from each 

period of Pt speech will be used as sequence vectors for the input of proposed classifier.  The performance of the SI system 

has improved in comparison to basic methods according to experiments conducted on two databases, LibriSpeech and 

VoxCeleb1. When Pt is longer, the system performs better, so that on the LibriSpeech database with 251 speakers, recognition 

accuracy is equal to 92.94% for Pt=1s, and it rises to 99.92% for Pt=9s. The proposed CNN+GRU classifier has a low 

sensitivity to specific genders, which can be said to be almost zero. 

 

 

 

Keywords: Speaker Identification; Gated Recurrent Unit Network (GRU); Convolutional Neural Network (CNN); MFCC. 
 

1- Introduction 

One of the topics of interest in various research from the 

past is the use of biometric features, such as face image, 

eyes iris, fingerprints, and voice, to recognize people. 

Speech biometrics can be given more attention since they 

don't require special equipment and can be obtained 

remotely through telephone lines. Voice can also aid in 

identifying the speaker's emotions, gender, language, and 

health status, in addition to conveying their identity. Our 

focus in this article is speaker recognition through speech 

signals. Speaker recognition is divided into two general 

subcategories: speaker identification and verification. In the 

identification phase after receiving the speech signal by the 

system, his identity is recognized, but in the verification 

phase, a person claims to be a specific identity using a 

speech signal, and the system responds to reject or validate 

their claim. 

In these two systems, three basic stages of feature extraction, 

modeling, and decision-making can be used for both text-

independent and text-dependent purposes [1, 2].  

Mel Frequency Cepstral Coefficients (MFCC) is commonly 

used as a practical and important feature in experiments 

during the feature extraction stage. MFCC is the basis for 

features like MFCCT [3], SHMFCC [4], which are used in 

speaker recognition systems and will be explained in more 

detail in the next section. In addition to speaker recognition, 

the MFCC feature is also used in other applications such as 

speech emotion recognition [5]. Other features such as 

Power Normalized Cepstral Coefficients (PNCC) [6] and 

Linear Predictive Cepstral Coefficients (LPCC) [7] should 

also be employed during this phase. In the modeling stage, 

older methods such as Gaussian mixture model (GMM) and 

identity vector (i-vector) are used as basic methods, while 

Models based on deep neural networks (DNN), 

convolutional neural networks (CNN), and recurrent neural 

networks (RNN)  are also used. Local connectivity and 

weight sharing in CNN reduce the number of parameters to 

be learned [8]. In addition to speaker recognition, the use of 

convolutional networks has been considered in various 
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speech tasks such as speech recognition and infant cry 

classification [9] and image processing tasks such as person 

reidentification [10] and facial expression recognition [11]. 

Vector quantization, cosine distance, support vector 

machine (SVM) or neural networks are some of the methods 

that can be used to perform the decision-making process. 

It must be pointed out that in some articles, Mel 

Spectrogram images or the raw speech signal are utilized 

for convolutional neural network input instead of feature 

extraction from the speech signal [12-14]. Deep neural 

networks are employed in three different modes in speaker 

recognition approaches. In the initial scenario, the network 

extracts features, while in the second scenario, it classifies 

them. In the third scenario, both feature extraction and 

classification are done by the deep network [15]. The 

second scenario has been used in this article and by 

employing a recurrent deep neural network, we have 

observed a significant improvement in system performance 

compared to other methods.  

This paper is broken up into five parts. The subject under 

study was introduced in the first part, and in the second part, 

an overview of works relevant to the article will be provided. 

The method used will be explained in the third part. In the 

fourth part, the experiments and their results will be 

reviewed, and in the fifth part, the conclusions and 

suggestions will be presented. 

2- Related Works 

In this section, we will briefly review some of the research 

related to our work. 

As previously mentioned, there are different approaches to 

implementing speaker recognition systems using deep 

neural networks, one of them was using  the DNN in the 

classification stage. MFCC features are obtained from 

speech with specific lengths in [4], and a feature matrix is 

produced as a result. To increase the dataset, the MFCC 

feature vectors of every matrix are randomly arranged in 

terms of their placement in the matrix, without altering the 

vectors themselves and Form a new feature matrix together 

again. The name for this new feature is SHMFCC. These 

feature matrices are fed into a deep neural network that has 

five layers, consisting of one input layer, three hidden layers, 

and one output layer. The hidden layer is comprised of 300 

neurons, a Batch Normalization layer, and a dropout layer 

with a probability of 0.35%. Improvement in system 

performance was observed during tests on two databases, 

LibriSpeech and VoxCeleb1. 

paper [3] takes into account multiple feature vectors after 

extracting the MFCC feature from speeches with a certain 

length instead of using these vectors directly as feature 

vectors. By gathering 12 statistical features from these 

multiple vectors, a new feature vector called MFCCT was 

created. The new feature vector is put into a deep neural 

network that has 7 layers, one of which is input, five hidden 

layers with 200 neurons in each layer, and an output layer 

at the end. The proposed method has achieved relatively 

good results by running it on the LibriSpeech database.  

Reference [16] Focuses on the use of the MFCC feature as 

well as other features that are commonly derived from 

MFCC. In the classification phase, SVM was utilized, and 

in the testing phase, an accuracy rate of about 90% was 

achieved using the ELSDSR database with only 22 speakers. 

Ashar et al in [17] Achieved an accuracy of 80% for the data 

set with 60-speaker by extracting the 39 MFCC feature 

vectors from speech frames. A deep neural network with 

one input layer, several hidden layers, and one output layer 

has been  used for classification. In [18], different methods 

are used to modify the MFCC and PNCC features, and the 

resulting feature vector is provided to the ELM classifier. 

The proposed methods for TIMIT and SITW databases 

achieved a maximum accuracy of 97.52 and 97.66, 

respectively. 

Reasearchers in [19] Has achieved an accuracy of 87.65 

with artificial neural networks, 89.96 with recurrent neural 

networks, and 99.23 with convolutional neural networks. 

TIMIT data has used to extract the MFCC feature of speech 

frames for 100 speakers. Speaker data is used to extract 12 

MFCC features for each frame in [20] by considering 

different shapes for framing windows. The database that 

was utilized has 800 speeches from 16 speakers, which were 

prepared by the article's authors. For classification, a deep 

neural network with 6 hidden layers is employed. 94.37% 

is the average for best performance when using HANNING 

window.  

The implementation of [21] involves the use of an open set 

speaker recognition system. The extracted feature is the 

MFCC, and the GMM-UBM model is employed during the 

classification process. The THYUG-20 SRE databases and 

speakers from noise-free parts of the LibriSpeech database 

were used to implement the proposed system, and accuracy 

levels of between 73 and 86% were achieved. In [22], an 

attempt has been made to enhance the speaker identification 

system by using reverberation modeling and techniques to 

cancelable speakers that can be removed. In this study, 

features such as wavelet-domain, MFCC and features based 

on DCT were extracted from the speech signal and a neural 

network was utilized for classification. For the experiments, 

the speech data of 15 Arabic speakers, including 10 men 

and 5 women, was utilized. The proposed method's 

accuracy in noisy and noiseless conditions ranges between 

35 and 100%. 

By extracting MFCC and MSE (Multiband Spectral 

Entropy) features of speech and employing various 

classifiers, such as KNN and DNN, the highest accuracy for 

ELSDSR data with 22 speakers was achieved using 

research [23], which resulted in 93.99% accuracy for 22 

speakers. Although tests were performed on 40 speakers 

from the LibriSpeech database, accuracy was less than 
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expected. The feature vector is formed when the MFCC 

feature and its derivatives, along with other features like the 

formant frequency, are extracted and combined in [24]. This 

feature vector was employed in the proposed LSTM and 

BLSTM classifiers, which displayed a 92.75% and 95.52% 

accuracy rate for the YOHO database with 138 speakers, 

respectively.  

Extracting the MFCC feature from Audio-MNIST data with 

60 speakers and 500 speeches per speaker, and then using 

various classifiers such as SVM, KNN, LR, Nave Bayes, 

and so on, was done in [25]. The proposed speaker 

recognition system has achieved the highest accuracy of 

97.1% with the SVM classifier. By extracting features from 

the speech signal, such as MFCC, amplitude, energy, and 

others, [26] was able to achieve different results, and 

various classification methods such as MSVM, KNN, DNN, 

LSTM, and Hybrid LSTM were utilized to achieve them. 

The Hybrid LSTM classifier achieved a high efficiency of 

92.65% for 100 speakers, including 50 women and 50 men 

from the LibriSpeech database. 

 By utilizing the MFCC feature and a deep convolutional 

neural network for classifying, the [27] was able to achieve 

the highest accuracy of 94% using 251 speakers and 3 -

seconds long speeches. Paper [11] Has inputted raw audio 

signals without extracting features, simply by detecting 

silence in speech and separating speech parts into two 

different neural networks named sincNET and sincGAN. A 

good accuracy between 85 and 99.27% was achieved after 

testing these methods on TIMIT and LibriSpeech data. 

The extraction of different speech features such as MFCC, 

PLP and PLCC and the application of classification 

methods such as GMM-SVM and Ivector-PLDA and their 

fusion using the sparse method have been done in [28]. 

Experiments on NIST 2004 data show better efficiency of 

the speaker authentication system using the sparse method. 

in [29] is designed a speaker recognition system by 

extracting the MFCC feature from speech frames and 

forming feature vectors from speech parts with different 

lengths, such as 1 second and 3 seconds and then applying 

various classification methods. LibriSpeech data was used 

to test this system and it achieved the highest accuracy of 

99.31% within speeches with a length of 9 seconds. In [30], 

it is proposed to use Neurogram coefficients to enhance the 

speaker identification system's robustness. Neurogram is a 

2-D time-frequency representation which was constructed 

by combining the neural responses (i.e., feature) from 25 

AN (Auditory Nerve) fibers. The test results on the YOHO 

database show that the proposed method performs better 

than basic methods such as MFCC coefficients, especially 

in noisy conditions. GMM-UBM is the classification 

method employed. 

 

 

3- Proposed Method 

3-1- Feature Extraction 

Our proposed methods in this article are primarily focused 

on classification, but some suggestions will be made for 

feature extraction as well. Our first task involves extracting 

MFCC coefficients from a speech with a specific length. 

Algorithm 1 is used to obtain the set of features that can be 

applied to the input of a recurrent deep neural network for 

classification purposes.  

The extraction of features for each of the training, validation, 

and testing sections, as demonstrated in algorithm 1, results 

in a set of features that contain a cell array for each speech 

interval (Pt). 

Each of these arrays is considered an input to the classifier. 

For example, if Pt = 1 sec, for each speech of this length, a 

cell array with dimensions of 13x66 is obtained. The 

number of MFCC coefficients in each frame is 13, and there 

are 66 frames in Pt's length. The number of frames is 

determined by the length of the frame and the amount of 

overlap, which can be compared with the basic methods, 

they are regarded as being equal to 25 and 10 milliseconds, 

respectively, in this article.  

This cell array is inputted as a sequence into the deep neural 

network, which will be explained in detail later. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

It is clear that as Pt becomes larger, the number of frames 

and thus the length of the cell array increases. As Pt 

increases, the feature extraction cycle may not include 

certain speeches in the database because of their short 

length to decrease the number of speeches that are deleted, 

Algorithm1. How to Extract Features of Speaker Utterance 

Input: path to speaker utterances 

Segment utterances random to train, validation and test, 70, 

15,15 percentage respectively   

Procedure: Get MFCC Features (path) 

M total of class (Train or Validation or Test)  

A2={} ( a cell array for save total features and at end contain 

features cell for each class) 

J 1 (counter for classes) 

While J<=M 

Pt Periods select of Utterance 

N total utterance of class J 

I 1 (counter for utterances in each classes) 

A1={} (a cell array for save features that is empty each 

iteration) 

While I <=N 

A13 MFCC features matrix from frames of utterance with 

Pt length 

A1{I}=A 

end 

A2=[A2,A1] 

end  
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speeches with a length of more than 0.5Pt and less than 1Pt 

should be continued with the part of speech that belongs to 

the same class until they reach the length of Pt. Of course, 

this part is reversed and then added to the speech. The 

speech is added to the feature extraction cycle after doing 

this.  

We chose and displayed one of the speeches used in the 

experiments to enhance our understanding of this proposed 

method. As depicted in Fig. 1, the speech that was selected 

has a length of 11 seconds. If Pt=3, we can extract three 

frames with a full length of 3 seconds from this speech. 

However, the final frame is 1 second shorter than 3 seconds, 

which means it will be 2 seconds long. As this frame is 

longer than 0.5Pt, we'll continue with a portion of the 

speech that's related to the same speaker, so that its length 

is as long as Pt and it can be extracted from that feature. 

This work improves the system's performance by 3% as 

demonstrated by the test results. This work's results will be 

displayed in the test results section with the 

'AUGMENTED' symbol. 

 

Fig. 1 How to frame speeches in experiments 

The diagram in Fig. 2 illustrates the steps required to obtain 

the MFCC feature. Fig. 2  shows that there are eight steps to 

extract MFCC features from speech. These steps are 

explained in more detail below. 

 

Fig. 2 Steps to calculate MFCCs 

The initial step is preprocessing. In this step, a high-pass 

filter, also known as pre-emphasis, is applied to the speech 

signal to compensate for the amplitude at higher frequencies. 

The Eq. (1) represents this filter. 
 

𝑃(𝑧) = 1 − 𝑎𝑧−1                                                                    (1) 
 

In the next step, the signal will be framed. The instability of 

the speech signal is the main reason for this action, which 

can be considered almost stationary because of the 

shortening of the speech signal in the frames. It's obvious 

that this action is taken to decrease the amount of input data 

and save time, while also analyzing the signal more 

closely.The frequency of the speech signal usually 

determines the number and length of frames. Sometimes, 

the signals are framed in such a way that the frames overlap 

with each other, and this overlap can reach up to 50%. To 

eliminate the discontinuity between the frames' borders, we 

multiply each frame in a window in the next step. The 

Hamming window obtained by Eq. (2) is used to calculate 

these coefficients.  
 

w(n) = 0.54 − 0.46 ∗ cos (
2kπ

N−1
)    k = 0,1, … . , N − 1   (2) 

 

In Eq. (2), N is the length of the window, which is equal to 

the length of the frames. The discrete Fourier transform is 

performed on the windowed frames in the fourth step. 

   The human ear's auditory properties are the main 

inspiration for MFCCs. The function of the human ear is not 

based on physical understanding, but logarithmically and 

based on Eq. (3). 
 

𝑓𝑚𝑒𝑙 = 2595 log(1 +
𝑓

700
)                                               (3) 

 

The frequency used in Equation 3 is f, while f_mel is the 

frequency that is converted from the linear domain to the 

Mel domain. The human ear's accuracy in understanding 

low frequencies is high, but it is low in understanding high 

frequencies, as shown in this equation. Mel Frequency 

Cepstral Coefficients are calculated using a set of filter 

banks to convert frequencies from Hertz scale to Mel. A 

triangular filter bank is the usual choice for this step. The 

bandwidth of triangular filters is greater at higher 

frequencies than at lower frequencies, which suggests that 

the human ear is less sensitive to frequency changes at 

higher frequencies than at lower frequencies. This filter 

bank is shown in Fig. 3. 

 

Fig. 3 Triangular filter bank [31] 
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After that, the energy of each of the filter banks is calculated. 

To decrease the numbers obtained from energy, the 

logarithm is employed with Eq. (4). 

𝑋′(𝑚) = log(𝑋1(𝑚))                                                     (4) 

Finally, we get the cosine transformation for the resulting 

coefficients by employing Eq. (5). 
 

𝐶𝑒𝑝𝑠𝑀𝐹𝐶𝐶(𝑙) = ∑ 𝑋′(𝑚). cos (𝑙
𝜋

𝑚
𝑀
𝑚=1 . (𝑚 −

1

2
))           (5) 

 

The length of each frame is M and the filter bank number is 

l in this equation. Mel Frequency Cepstral Coefficients are 

obtained by using Eq. (5) and typically yield 13 or 14 

coefficients for each frame. Of course, it should be noted 

that in [4], in order to achieve the desired results, 

approximately 60 MFCC coefficients have been extracted 

from each frame and To improve performance in some parts 

of the test, non-speech parts have been eliminated before 

(VAD), While using our method, we have obtained better 

results with the same 13 MFCC coefficients without 

performing VAD. 

3-2- Classification 

In some of the articles reviewed for this step, a deep neural 

network with multiple hidden layers has been utilized, like 

in [4], where the structure of Fig. 4 is utilized in the deep 

neural network. 

 

Fig. 4 The deep neural network used in [4] 

The GMM-UBM model is one of the common methods 

used by some researches  [21]. In [26], there are various 

methods for data classification, but the Hybrid LSTM 

classifier is the most efficient. The architecture of this 

classifier is depicted in.  methods for data classification, but 

the Hybrid LSTM classifier is the most efficient. The 

architecture of this classifier is depicted in Fig. 5.  

As stated in the related works section, [27] employs a CNN 

classifier. The proposed classification consists of 13 layers, 

but we choose not to display their details here. sincNET and 

sincGAN are utilized in [14]. These two classifications are 

composed of several layers, which include convolutional 

layers, batch normalization, and activators. For more details, 

refer to the reference mentioned. After performing VAD, 

raw audio signals are inputted into these two networks. 

paper [29] has presented a number of approaches for 

classification, including 1D-CNN, 2D-CNN, LSTM, and 

CRNN. There are several convolutional layers in its CNN 

classifier, and at the end, there is a GAP layer that enhances 

detection accuracy. 

 

Fig. 5 Hybrid LSTM classifier architecture used in [26] 

The objective of this article is to utilize a recurrent neural 

network that has a structure consisting of layers, as 

demonstrated in Fig. 5. The GRU architecture (Gated 

Recurrent Unit) was introduced in 2014 [32]. The purpose of 

this architecture is to address the shortcomings of traditional 

recurrent neural networks, such as gradient fading, and also to 

decrease the overhead of the LSTM architecture. 

Deep learning models based on time series, such as Simple 

RNN, LSTM, and GRU, are appropriate for granting access 

based on previous access histories [33]. The problem of 

long dependency on RNN networks can be resolved with 

the use of GRU, a type of LSTM [34]. The module structure 

of GRU is repetitive and based on the attention mechanism 

[35], which is more straightforward than long and short-

term memory because each recurrent neural network feature 

of the module is the same. Furthermore, unlike the LSTM 

with three gates, GRU has two gates: a reset gate and an 

update gate. The update gate is used to supervise the extent 

to which the knowledge of the previously hidden state is 

extended to the current state. The greater the value of the 

update gate, the more knowledge of the previous state is 

introduced. Therefore, if the reset gate is used to adjust the 

degree of knowledge transfer of the past state, the smaller 

the value of the reset gate, the more it will be transferred 

[36]. Due to its simpler structure and fewer parameters than 

the LSTM, the GRU neural network model can train faster 

and produce larger networks more easily [37].  

Compared to LSTM, GRU has fewer hyperparameters and 

is less computationally intensive [38]. A GRU layer's 

internal structure is shown in Fig. 6. In this figure, Xt 

represents the input vector and ht represents the state 
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memory variable at different moments. σ is the sigmoid 

activation function and tanh is the tangent function.  

The structure of the proposed neural network is shown in Fig. 

7. This figure displays that the input of the network is 

sequence-based. The technique for obtaining the feature set 

was explained in the previous section. In this set, k is the 

number of MFCC coefficients, which is considered equal to 

13, and N is the number of frames in the desired Pt. 

 

Fig. 6 A GRU layer's internal structure 

 

Fig. 7 structure of the proposed neural network (CNN+GRU) 

First, the input speech to the system is examined and if the 

conditions are met, the augmented process is performed. 

Then the MFCC feature set is extracted from it. This 

sequential feature set is then fed into a GRU layer. The 

output of this layer is fed into another GRU layer. Each of 

these GRU layers has 150 hidden units. Each hidden unit 

has an internal state that holds information from previous 

inputs and uses it in the next process. The main task of the 

hidden unit in a recurrent network is to integrate new input 

information with the previous internal state. At each time 

t, the hidden layer receives new input information from the 

input layer and combines it with the previously maintained 

internal state.  

This combination of information helps the hidden layer to 

recognize complex temporal patterns in sequential data. Using 

an LSTM layer instead of second GRU has a significant impact 

on the performance of the neural network, which is why we 

chose every double layer of GRU type.  

After the GRU layers, a fully connected layer is placed to 

convert the features extracted from the hidden layers into an 

output vector.  The output dimension of this layer is equal to 

the number of classes.  finally, a Softmax activating layer is 

put on. The output of this layer is a probability distribution 

and performs the final classification task. CNN+ GRU is the 

name we use for this method. 

Initial learning rate is set to 0.01 and the adam optimizer 

is employed. MATLAB 2023 software and a single GPU 

platform were utilized for the implementation. The 

speaker identification system performs better with the 

proposed classifier, as evidenced by the results. This 

classifier is not sensitive to gender, and it will be 

mentioned in the results section. 

4- Simulation Results 

In this section, we evaluate the performance of the proposed 

methods by evaluating them on two different databases. 

4-1- Database 

The experiments employed databases from the relevant 

articles to ensure that the results were comparable.The 

LibriSpeech dataset is one of the datasets, taken from the 

LibriVox audio book collection and has about 1000 hours 

of speech that are sampled at 16 KHz. The train-clean-100 

set is the subset of this database that we used, and it contains 

speech without any noise. Of the 251 speakers in this subset, 

100 speakers, including 50 men and 50 women, were 

selected as part of the experiment. VoxCeleb1 is another 

database that has been utilized. The collection contains over 

100,000 speeches belonging to 1,251 celebrity speakers, 

taken from videos posted on YouTube. However, the 

speeches are not completely clean. 100 speakers from this 

database with an equal proportion of men and women were 

chosen for the experiments. 

In every experiment, 70% of the data set was utilized for 

training, 15% for validation, and 15% for testing. 

4-2- Evaluation Criteria 

Choosing the appropriate evaluation criteria is essential 

when checking the system's performance. Speaker 

recognition systems can be evaluated using various criteria. 

In speaker recognition systems, accuracy of performance 

(ACC) is one of the most common criteria, and speaker 

recognition systems that use deep neural networks are 

typically evaluated with this criterion. Equal error rate 

(EER), MinDCF, and ROC and DET curves are used in 

speaker recognition and verification systems to evaluate 

their performance. To compare the results of the articles that 

have used this criterion, we use the ACC value as an 

evaluation criterion for the speaker identification system 

designed in this paper. 
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4-3- Results 

The databases used in this paper were described in Sections 

4-2. To perform the tests, the speaker's speech is segmented 

according to the selected Pt. The augmentation process is also 

performed if necessary. We divide the specified segment into 

25 ms frames with 10 ms overlap and extract 13 MFCC 

coefficients from each frame. For each segment of speech, a 

feature set with dimensions 13*N is obtained, where 13 is the 

number of MFCC coefficients and N is the number of frames 

of that segment of speech. This feature set is then fed into the 

proposed CNN+GRU network. 

The LibriSpeech database was used for our initial 

experiment, which involved selecting Pt values of 1, 3, and 

5 seconds. Table 1 shows the test data results. 

Table 1: Comparing the proposed method's ACC% results and basic 

methods with the LibriSpeech database 

Methods 
Pt (s) 

1 3 5 

MFCCT+DNN  [3] 

(VAD , Num. class=100) 
52.9 78.4 83.8 

MFCC+DNN [4] 

(NO VAD , Num. class=100) 
93.2 94.1 94.7 

MFCC+DNN [23] 

( NO VAD , Num. class=40) 
88.78 --- --- 

MFCC+CNN+GRU (OURS) 

(NO VAD , Num. class=100) 
95.77 99.38 99.76 

MFCC+CNN+GRU (OURS) 

(AUGMENTED ,NO VAD , Num. class=100) 
95.92 99.60 99.70 

 

Table 1 shows that the proposed method, regardless of the 

Pt, provides a superior output compared to the basic 

methods in all three cases. An improvement of more than 

26% has been made when compared to method [3] and more 

than 4% when compared to method [4]. The results are 

improved by implementing the AUGMENTED method. 

The VoxCeleb1 database was utilized in the next 

experiment. Although this set is not clean and contains 

background speech, the system's performance is impacted, 

but the proposed method still performs better. The 

evaluation results for the test data are shown in Table 2. 

Table 2: Comparing the proposed method's ACC% results and basic 

methods with the VoxCeleb1 database 

Methods 
Pt (s) 

1 3 5 

MFCCT+DNN  [3] 

(VAD , Num. class=100) 
52.9 78.4 83.8 

MFCC+DNN [4] 

(NO VAD , Num. class=100) 
93.2 94.1 94.7 

MFCC+DNN [23] 

( NO VAD , Num. class=40) 
88.78 --- --- 

MFCC+CNN+GRU (OURS) 

(NO VAD , Num. class=100) 
95.77 99.38 99.76 

MFCC+CNN+GRU  (OURS) 

(AUGMENTED ,NO VAD , 

Num. class=100) 

95.92 99.60 99.70 

The results of Table 2 also show that the proposed method 

has better performance. For two modes of Pt = 3, 5 s, there 

was an average improvement of more than 39% was 

observed in the performance of this method compared to the 

method [3] and more than 11% when compared to method 

[4]. A relative improvement in the results has been achieved 

by using the AUGMENTED method, just like the previous 

experiment. 

The third experiment utilized the total LibriSpeech-clean-

100 database, which has 251 speakers, with 126 male and 

125 female speakers. There have been no modifications to 

the features of the proposed CNN+ GRU neural network, 

and the feature that was extracted is MFCCs. The results for 

the proposed method and other studied methods are shown 

in Table 3.  

Table 3: Comparing the proposed method's ACC% results and basic 

methods with the LibriSpeech database 

Methods 
Pt (s) 

1 3 8 or 9 

Fusion of features + Hybrid 

LSTM [26] 
92.65 --- --- 

MFCCT+GMM-UBM 

(VAD) [21] 
--- --- 86  (8s) 

MFCC+CNN (VAD) [27] --- 94 --- 

RAW signals + sincNET 

(VAD) [14] 
--- 98.86 --- 

RAW signals + sincGAN 

(VAD) [14] 
--- 98.94 --- 

MFCC + 1D-CNN (VAD) 

[27] 
90.21 97.02 99.31  (9s) 

MFCC+ A-LSTM (VAD) 

[27] 
88.48 96.98 99.22  (9s) 

MFCC+ CRNN (VAD) 

[27] 
91.98 95.94 98.10  (9s) 

MFCC+CNN+GRU  (NO 

VAD) (OURS) 
92.94 99.02 

99.62  (8s) 

99.92  (9s) 

 

Table 3 illustrates that the proposed method still performs 

well despite the increase in speakers from 100 to 251. 

Regardless of the length of the speech, the proposed method 

has the best performance among the studied methods in all 

cases. 

The graph in Fig. 8  is drawn to better display and compare 

the results obtained in Table 3. 

The proposed classifier's sensitivity to the specific gender 

was tested in the fourth test. Identification in previous 

experiments was performed irrespective of the speaker's 

gender, which is demonstrated in the results of this section 

under the title of gender. 
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Fig. 8 A chart to compare the results of  Table 3 

The selected speeches from the LibriSpeech database are 

divided into male and female speakers in this part of the 

experiment and after extracting features, we insert them into 

the proposed classifier for identification. The results are 

compared in Fig. 9. The AUGMENTED method was not 

utilized to obtain these results. 

 

Fig. 9 The ACC% output of proposed classifier in three modes: gender, 

male, and female with the LibriSpeech database 

Fig. 9 illustrates that the proposed classifier does not 

significantly decrease in performance when compared to 

specific genders. However, it can detect females and males 

better than genders in some cases. 

The method used for speaker identification in this article, 

like many existing methods, has limitations, some of which 

arise during implementation. For example, training the 

system requires a large amount of data, and receiving long 

speech from speakers may not be possible in some 

situations. Also, in real environments, there is a possibility 

of noise being added to speech, which reduces the 

efficiency of the system. Training time also creates 

limitations if it is long. Of course, in this article, by using 

GRU layers instead of LSTM in the proposed classifier, the 

training time has been significantly reduced. The training 

time of the proposed system with different methods and the 

accuracy obtained are shown in Table 4. In all methods, 

MiniBatchSize is 52. 

Table 4: Comparison of training time in the proposed system with 

different databases and methods 

Methode: MFCC+CNN+GRU 

Database: LibriSpeech (100 speaker) 

Pt(s) epochs Traning time (min) 
Acc of training 

(%) 

1 15 28 95.84 
3 28 20 99.40 
5 41 21 99.19 

Methode: MFCC+CNN+GRU (Augmented) 

Database: LibriSpeech (100 speaker) 

Pt(s) epochs Traning time (min) 
Acc of training 

(%) 

1 16 32 95.82 
3 27 23 99.63 
5 41 29 99.81 

Methode: MFCC+CNN+GRU 

Database: LibriSpeech (251 speaker) 

Pt(s) epochs Traning time (min) 
Acc of training 

(%) 

1 42 104 92.91 

3 60 82 99.00 

8 55 39 99.72 

9 70 52 99.92 

Methode: MFCC+CNN+GRU 

Database: VoxCeleb1 (100 speakers) 

Pt(s) epochs Traning time (min) 
Acc of training 

(%) 

1 32 30 71.89 
3 70 27 88.00 
5 80 20 89.14 

Methode: MFCC+CNN+GRU (Augmented) 

Database: VoxCeleb1 (100 speakers) 

Pt(s) epochs Traning time (min) 
Acc of training 

(%) 

1 50 54 72.30 

3 70 35 89.14 

 

Table 4 shows that as Pt increases, the training time 

decreases proportionally to the number of epochs and the 

accuracy of the system on the training data increases. The 

training time is also not long. 
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5- Conclusions 

To enhance the performance of the speaker identification 

system, a convolutional neural network utilizing GRU 

layers was proposed in this article. Since the input to the 

GRU section is a sequence, the speech in the database is 

split into equal parts based on the considered Pt. From each 

part, the feature vector set of MFCCs is extracted in the 

form of cell arrays and sent to the proposed neural network 

named CNN+GRU.  

The proposed method's efficiency is shown in the 

implementations on two different databases and with 

varying numbers of speakers. The system's efficiency 

increases as the Pt length increases. In one case, with an 

increase of Pt from 1s to 3s, the recognition rate increases 

from 71.25% to 88.87%. Increasing the length of the speech 

through the proposed AUGMENTED method can improve 

system efficiency to some extent. The proposed method 

also displayed a low level of sensitivity towards specific 

gender. It can be inferred that using the GRU layer in CNN 

instead of LSTM enhances both the SI system's 

performance and calculation speed. 
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Abstract  
Cloud computing and fog computing are deployed as computing storage and services for the end-users. Fog computing 

promotes task performance through storage, computing, and networking services. Instead of taking place in centralized cloud 

computing data centers, these services can be provided via near-edge devices. Efficient load balancing in distributed 

computing systems has been the main challenge. The load balancing algorithm has an important role in enhancing the Quality 

of Service (QoS), throughput, and resource utilization and diminishing the potential cost and its strategy and architecture 

completely depend on the centralized or distributed architecture of the system and the type of requests. Cloud computing and 

fog computing use centralized and distributed architectures, respectively. The load balancing algorithm in these two 

environments cannot be the same. Meanwhile, the demand for near real-time processing requests is drastically increasing; 

load balancing should be able to handle real-time requests. This paper reviews and investigates the modern and diverse load 

balancing aspects of fog and cloud computing systems. We also categorize the load balancing algorithms in cloud and fog 

computing: meta-heuristic algorithms, heuristic algorithms, learning algorithms, and customized algorithms. We propose 

different research classes about the algorithm's type, objectives, simulation tools, and so forth. This review demonstrates that 

the most prevalent categories of methods used in load balancing in fog and cloud computing are custom approaches and meta-

heuristic algorithms, respectively. While the most renowned load balancing algorithms have not yet succeeded in fog 

environments, meta-heuristic algorithms have shown their competence in cloud environments impeccably. 

 

 

Keywords: Fog Computing; Cloud Computing; Convergence of Fog and Cloud; Load Balancing. 
 

1- Introduction 

Today, the dramatic development of IoT and mobile 

internet has caused both objects and people to connect to the 

internet anytime, anywhere. The substantial number of 

devices connected to the internet has led to tremendous 

data. Due to this vast amount of data, current processing and 

storage equipment cannot meet people's demands, making 

it difficult to manage them with current technology, 

including distributed systems and cloud computing. 

Cloud computing is a suitable option for data processing 

because of its high storage and processing potential. 

Nonetheless, this processing pattern is centralized, and all 

processing of tasks must be performed literally in a cloud. 

It means that all requests are sent to a centralized cloud. The 

centralized point is a challenging issue in cloud computing 

because processing resources are not proportional to the 

network bandwidth [1]. 

In some applications of IoT, intelligent traffic control 

systems, smart homes, health-related systems, smart 

networks, and many other delayed-sensitive systems, we 

require low latency and mobility. Therefore, the delay is not 

acceptable to the system caused by exchanging the data with 

a centralized cloud [2]. 

Some cloud decisions can be calculated and implemented 

locally without being transmitted to the cloud, and the near 

real-time decision-making process cannot tolerate delay. 

Thus, Fog computing is a promising solution to support: 1) 

computational demand in real-time and sensitive 

applications, 2) delays in IoT and geographically distributed 

devices, 3) high-density network challenges, 4) long service 

delays, and 5) reduced quality of service [1]. 

Fog computing is a distributed computational model. This 

computational model places many heterogeneous network-
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connected devices at the network's edges to provide services 

such as processing, network communication, and storage in 

a comprehensive manner. Thus, fog computing improves 

the system's overall performance. Fog computing responds 

effectively to near real-time applications and improves 

latency and bandwidth.  

To assist future load balancing researchers in fog 

computing, we surveyed convergence fog, cloud 

computing, the various infrastructures, mechanisms, and 

existing algorithms in load balancing. This paper provides 

a new classification of load balancing algorithms in cloud 

and fog environments. 

In sections 2 and 3 we go through fog and cloud computing 

definitions with various infrastructures, platforms, and 

technical aspects. In section 4, diverse load balancing 

techniques, their advantages, and load balancing metrics are 

presented. Section 5 is devoted to various classifications of 

load balancing algorithms. Section 6 gives different 

analyses of the research done, based on different categories, 

and finally, section 7 is the conclusion. 

2- Cloud Computing  

This section studies computational infrastructure and 

platforming aspects of cloud computing. 

2-1- Definition 

Cloud computing, as described by the National Institute of 

Standards and Technology (NIST), is a technology model 

which facilitates "convenient, resource pooling, ubiquitous, 

on-demand access which can be easily delivered with 

different types of service provider interaction." 

2-2- Cloud Computing Infrastructure  

Public cloud: Public cloud gives open and unrestricted 

access to infrastructure to the public [2],[3]. Private cloud: 

When computing takes place inside the data center, it is a 

private cloud. Community cloud: This model allows the 

cloud resources to be shared and utilized by more than one 

organization simultaneously. Virtual private cloud: It is a 

semi-private cloud deployment model with less 

infrastructure. Hybrid cloud: It is a combination of two or 

more clouds (public, private, or community) [3]. 

2-3- Service Models in Cloud Computing 

IaaS (Infrastructure as a Service): [4] 

PaaS (Platform as a Services): [4] 

SaaS (Software as a Service): [4] 

CaaS (Computing as a Service): [5] 

SECaaS (Security as a Service): [5] 

3- Fog Computing  

This section studies computational infrastructure and 

platforms, features, and architecture of fog computing. 

3-1- Definition 

Fog computing is a model with constraints on storage, 

computing, and distributed network services between 

different devices and classic cloud computing [6]. The 

OpenFog Consortium elucidates fog computing as a 

system-level horizontal architecture, distributing storage, 

computing, control, and networking resources and services 

along the spectrum from cloud to things. 

3-2- Fog Computing Infrastructure 

According to the definition in [7], fog infrastructure has 

four types: private fog, public fog, community fog, and 

hybrid fog.  

Private fog: Created and owned by an organization, a 

third party, or both, a private fog is deployable off or on-

premises. While the fog is managed and operated by its 

owner, a single organization offers the resources 

exclusively (e.g., business units). 

- Public fog: Created and owned by a government 

organization, company, academic institute, or a mixture, a 

public fog is deployed on the properties of the providers. 

While the fog is managed and operated by its owner, the 

general public offers the resources for open use.  

- Community fog: Created by one or many organizations 

in a community, a third party, or an amalgamation of them, 

a community fog may be deployed off or on-premises. 

While the fog is maintained and operated by its creator(s), 

the resources are offered exclusively to consumers of a 

particular community of organizations with shared 

incentives. 

- Hybrid fog: A type of fog computing that integrates a 

private/public cloud (i.e., a hybrid cloud) with a 

private/public/community fog, that can be proper due to the 

physical resource restraints. Consequently, this platform is 

extended in a scalable architecture as a hybrid cloud, that is 

elastic, scalable, and with available on-demand resources 

[7]. 

3-3- Service Models 

Depending on who provides infrastructure, platform, or 

software, fog computing platforms can be classified as 

high/low-level virtualized resources in three different 

categories [7]. We classify fog computing workloads into 

static and dynamic ones—the last of which contain some 

metrics like the user, location, and time. In Figure 1, fog 

computing's service model is presented. 
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Fig. 1  Service model in fog 

3-4- Characteristics of Fog Computing 

According to the definitions of fog-based computing, a 

prominent aspect of this computational model is the 

proximity of resources to end devices (sensors/Internet of 

Things devices), which is one of the highlights compared to 

other computational models. Other fog computing aspects 

include real-time interactions, low latency, mobility, 

interoperability, scalability, geographical distribution, 

heterogeneity, security, low bandwidth consumption, and 

low energy consumption [6]. 

Fog-based processing is a new paradigm that tries to 

expand cloud computing capabilities at the network's edges. 

Performing a task via cloud computing may take a long 

time, especially when the network delay is high or the 

client's load is exceeded. 

This case is more sensible in mobile devices because the 

wireless network delay is higher due to the relatively lower 

bandwidth. Therefore, researchers advanced the fog 

computing pattern to solve the problems regarding mobile 

devices. This computational model can improve 

performance while reducing energy consumption in 

environments where mobile devices are available [1]. There 

are some fog-based hierarchical architectures that add a 

layer of fog in the middle of cloud centers and end devices. 

Figure 2 shows the fog-based hierarchical architecture. 

4- Load Balancing 

Currently, load balance is a significant challenge in cloud 

computing. There are many requests from thousands of 

users and customers that need a lot of hardware and 

bandwidth. A load balancer helps to allocate the workload 

between different nodes and guarantee that no nodes are 

overloaded. A load-balancing algorithm's aim is improving 

the response time by using available resources. Other goals 

of load balancing algorithms are reducing computational 

time, increasing throughput, reducing error tolerance and 

execution time, and so on. 
 

 
Fig. 2  Fog-based hierarchical architecture 

4-1- Advantages of Load Balancing  

Load balancing the system's workload improves all 

computational nodes' efficiency, thus improving its overall 

efficiency. Some significant advantages of load balancing 

are as follows [7], [8]: 

• The task of waiting time is reduced. 

• The task of response time is minimized. 

• The exploitability of system resources is maximized. 

• The system throughput is maximized. 

• The readability and stability of the system are improved. 

• It accommodates future modifications. 

• Prolonged starvation is avoided for small jobs. 

• In load balancing, overall system performance is enhanced 

by improving the performance of each node. 

4-2- Load Balancing Metrics 

Some important load balancing metrics are throughput, 

response time, scalability, resource utilization, fault 

tolerance, migration time, performance, overload, and 

energy consumption. 

4-3- Types of Load Balancing Algorithms 

Contingent upon the initiation of the process, load balancing 

algorithms are categorizable as follows: 

• Sender-initiated: In this type, the sender initiates the 

process. The sender sends request messages until it finds a 

receiver accepting the load [9]. 

• Receiver-initiated: In this type of description algorithm, 

the process is initiated by the receiver, where it sends 

request messages until a sender able to get the load is found 

(a node that is under-loaded) [9]. 

• Symmetric: This type is an amalgamation of sender-

initiated and receiver-initiated algorithms [9]. 

Subject to the system's current state, load balance 

algorithms may be categorized into dynamic and static as 
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well [10]. Figure 3 depicts the taxonomy of load balancing 

algorithms. 

 
Fig. 3  Taxonomy of load balancing algorithms 

4-4- Load balancing in cloud computing   

Load balancers are advantageous to cloud environments in 

which massive workloads overloading a single server is 

highly likely; hence, many high-level services will be 

unavailable, and thus, adversely affecting both response 

time, service reliability, and Service-Level Agreement 

(SLA)—all of which are critical to business processes. 

4-5- Load Balancing in Fog Computing  

In fog computing, data sent by IoT devices/sensors is 

transferred to the fog nodes. Due to the high rate of data 

generation, some fog nodes get overloaded; hence, a load 

balancer should be used to offload the tasks to the nodes that 

are less overloaded [11]. 

5- Classification of load Balancing Algorithms 

in Fog and Cloud Computing 

Load Balancing (LB) is NP-Pharisees., and finding real 

solutions for NP-hard algorithms is too costly. Due to the 

Non-deterministic of this problem, various methods have 

been used to balance the load among cloud and fog nodes. 

In this section, as shown in Figure 4, we classify load 

balancing algorithms into 4 groups: Meta-heuristic 

algorithms, Heuristic algorithms, Algorithms employing 

machine learning, and Custom algorithms. 

 
Fig. 4  Classification of load balancing algorithms and some of their 

examples 

5-1- Meta-Heuristic LB Algorithms 

In this section, we review several different load balancing 

strategies. Meta-heuristic methods—taking inspiration 

from nature or biological behaviors—consider some of the 

optimization hypotheses meta-heuristic methods, rather 

than heuristic algorithms, require more time to obtain the 

final solution. Amongst the meta-heuristic algorithms are 

the Hill-climbing algorithm, Honey-Bee algorithm, Particle 

Swarm Optimization (PSO) algorithm, Simulated 

Annealing (SA) algorithm, Genetic Algorithm (GA), and 

Ant Colony (ACO) algorithm.  

5-2- Classification based on Meta-Heuristic Algorithms 

in Fog Computing 

PSO algorithm, which is a meta-heuristic algorithm, has 

been used in papers [12], [13], [14]. The authors in [12] 

applied a new architecture based on SDN networks in the 

fog/cloud environment called SDCFN to obtain the desired 

load balance and reduce the distance between intelligent 

vehicles by virtue of PSO. [13] provides a model based on 

load balance and energy-aware planning in the fog 

environment to solve energy consumption issues in smart 

factories. The PSO algorithm is used to prioritize the 

workload. [14] presents a fog/cloud-based approach to 

reduce processing time and response time. It uses PSO-SA 

algorithms to properly allocate requests (virtual machines) 

and balance loads between virtual machines. [15] uses four 

load balancing algorithms, Throttled, PSO, RR, and Active 

VM Load Balancing (MLB), and four-layered architecture, 

to manage users' requests for electricity and reduce energy 

consumption. 

[16] proposes a new algorithm for task scheduling with 

the tasks being modeled with a directed acyclic graph G(V, 

E), where V are the tasks with their respective weights 

indicating their execution times, and E are the prerequisite 

relations between the tasks, with their respective weights 
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indicating the communication cost of sending a message 

between two tasks. The authors use the Genetic algorithm 

to obtain the initial population as answers to the task 

scheduling problem, and further, use the PSO algorithm to 

find the optimal solution. They have used a novel cost 

function based on these two algorithms to measure task 

execution time on available resources and their method 

shortens the length of the critical path and reduces the 

communication costs among the processors. 

The Honey-Bee algorithm is another meta-heuristic 

algorithm used in papers [17] and [18]. [17] advances a new 

architecture to balance the traffic load. This load balancing 

method is decentralized, which helps achieve a load balance 

between virtual machines in the fog environment. By 

applying the honey bee algorithm and proposing a new 

architecture, it allocates resources optimally. [18] have used 

the Honeybee algorithm to prioritize user requests, 

minimize energy consumption, and reduce execution time 

applications. 

The Hill-Climbing algorithm, which is in the category of 

meta-heuristic algorithms, is used in paper [19] to balance 

the fog computing load by managing the request load from 

consumers to the appropriate virtual machines. Optimal 

load balancing is a significant matter in fog computing 

using tabu search fog computing for load balancing [20]. 

The paper [21] uses ACO and PSO algorithms to 

efficaciously distribute load balance among the fog nodes.  

5-3- Classification based on Meta-Heuristic Algorithms 

in Cloud Computing 

The Ant Colony algorithm, categorized as a meta-heuristic 

algorithm, is used in papers [22], [23], [24], [25] to balance 

the cloud computing load. The paper [22] analyzes the 

performance of four load balancing algorithms which were 

inspired by nature, to find data center processing time 

(DCPT) and total response time (TRT) in the cloud 

environment. The paper [23] proposed a meta-heuristic 

approach to the ant colony optimization algorithm. This 

algorithm solves the task scheduling problem by focusing 

on minimizing the makespan/computation time only on two 

objectives. The paper [24] has proposed a modern 

distributed VM migration strategy named ACO-VMM with 

high scalability and reliability. Moreover, to find the near-

optimal mapping between virtual/physical machines, they 

propose two approaches inspired by two traversing 

strategies for ants. The paper [25] advanced a new 

algorithm based on improved ant colony optimization to 

ameliorate the process of allocating resources and guarantee 

the quality of service. The Honey-Bee and Cuckoo 

Optimization Algorithm (COA) algorithms are the meta-

heuristic algorithms used in these papers [26] and [27]. 

[28] proposes a load balancing algorithm focused on 

saving energy by mimicking the life of a bird family called 

cuckoos (COA). Cuckoos raise their young by laying eggs 

in the roosts of other birds with similar eggs. Using COA, 

over-utilized hosts are detected, and afterward, some VMs 

are chosen for migration from these hosts to others. The 

paper [26] advanced a new efficient load balancing 

algorithm based on bee colonies, in which the tasks 

removed from overloaded VMs and under-loaded VMs are 

regarded as honey bees and food sources, respectively. The 

effort of this technique is to reduce response time and the 

number of task migrations. 

The paper [27] proposed a novel modified Artificial Bee 

Colony (ABC) method named Mutation Based ABC 

(MABC). This algorithm highlights the procedure of 

detecting under-utilized available servers in the provided 

data centers. In line with that, the paper [29] introduces the 

integration of the swarm intelligence algorithm in an 

artificial bee colony with a heuristic scheduling algorithm 

named Heuristic task scheduling with Artificial Bee Colony 

(HABC). 

[30] proposes a new version of the meta-heuristic Grey 

Wolf Optimization (GWO) algorithm, which mimics the 

hunting behavior of grey wolves, with alpha wolves as 

leaders, and beta, delta, and omega wolves in the next ranks, 

forming a hierarchy. The authors model the nodes (VMs) in 

a cloud infrastructure as preys for a pack of wolves. Using 

a load threshold and based on estimated loads, they try to 

find under loaded nodes and recommend them to the server. 

Their method outperforms PSO, ABC, and GA in terms of 

makespan, cost, response time, and resource utilization. 

The Water Wave Algorithm (WWA) algorithm is another 

meta-heuristic algorithm used in the paper [31]. The paper 

aims for resource scheduling in the cloud environment. 

The PSO algorithm is another meta-heuristic algorithm 

used in papers [32] and [33]. The algorithm is based on the 

heuristic optimization technique and used for analyzing the 

optimal path of solution space; while putting upload on a 

specific VM for processing of resources, it moves along all 

the VM and determines the optimal machine to put the load. 

The paper [32] introduced a load balancing strategy by 

using revised PSO task scheduling (LBMPS). The paper 

[33] proposed a new multi-criteria optimization technique 

for the weighted task scheduling that is called PSO based 

αPSO-TBLB (Task Based Load Balancing) load balancing 

method. 

The genetic algorithm, which is a meta-heuristic 

algorithm, has been used in the paper [34]. The idea behind 

considering the priority is real-world virtualization. The 

authors advanced a policy for cloud task scheduling based 

on the load balancing Enhanced Genetic Algorithm (EGA). 

This algorithm schedules VMs in a way that load balancing 

is achieved, and the need for VM migrations is reduced due 

to its smart way of allocating VMs to physical machines 

using the fitness function. Table 1 mentions the prominent 

meta-heuristic solutions to the load balancing problem. 
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Table  1: Meta-heuristic load balancing algorithms 

Target 

Service 
Testbed/Sim. Technique Objective Author(s) 

Cloud Cloudsim GWO algorithm 
Improve makespan utilization and reduce 

response time 

Sefati and Mousavinasab 

2022 [30] 

Fog MATLAB ACO and PSO algorithms Improve response time Hussein et al. 2020 [21] 

Fog Cloud Analyst 
PSO and Simulated 

Annealing algorithms 

Improve response, processing, and 

execution time  
Bukhsh et al. 2018 [14] 

Fog 
Cloud Analyst 

& Java  
Hill-Climbing algorithm 

Improve response time, processing time, 

and delay 
Zahid et al. 2018 [19] 

Fog Cloud Analyst 

Round Robin, PSO, 

Throttled, and Active VM 

load balancing algorithms 

Improve response time and delay Abbasi et al. 2018 [15] 

Cloud Cloud Analyst 
ACO, PSO, GA, and 

WWA algorithms 
Improve TRT and DCPT 

Arulkumar and N. Bhalaji 

2020 [22] 

Cloud Cloudsim 
ABC and heuristic 

scheduling algorithms 

Maximize productivity and minimize 

total makespan 

Kruekaew and Kimpan 

2020 [29] 

Fog MATLAB Honey-bee algorithm 
Minimize energy consumption and 

execution time 

Sharma and Saini 2019 

[18]  

Cloud 
Cloudsim & 

JSwarm 
PSO algorithm 

Minimize the task execution and transfer 

time 
Alguliyev et al. 2019 [33] 

Fog Cloudsim Tabu-search algorithm 
Minimize memory consumption and 

computational costs 
Tellez et al. 2018 [20] 

5-4- Classification based on Heuristic Algorithms 

Heuristic methods are a collection of constraints aimed at 

finding a suitable solution to a specific problem. Heuristic 

algorithms offer an approximate solution to the best 

solution. 

5-5- Classification based on Heuristic Algorithms 

in Fog Computing 

The Breadth-First Search (BFS) and Best Fit Decreasing 

(BFD), which are heuristic algorithms, are used in the 

papers [35] and [36], respectively. [35] proposed a secure 

method for load balancing and assigning tasks in edge data 

centers (EDC). Edge data centers are placed midst the cloud 

data centers and reduce network congestion, and delay by 

processing user requests and data in a near real-time—

breadth-first search algorithm deployed to balance the 

workload. In this paper, the major objective is to load 

balancing between different types of computational nodes. 

First, [36] proposed a model for load balance in the 

fog/cloud setting. They considered a heuristic method for 

proper planning and location of virtual machines with 

virtual machine migration. 

The Min-Min and the Max-Min algorithms are static load 

balancing algorithms classified as Heuristic algorithms. The 

paper [37] uses this algorithm. The authors proposed a 

central load balancing policy in the fog computing setting. 

In this paper, a Min-Min algorithm, a simple and easy 

algorithm, is used to balance the load of requests. Resources 

are classified as reliable and unreliable in the fog layer. The 

paper [38] proposes three heuristic algorithms that carry out 

load balancing among Micro Data Centers (MDCs): 

minimum load, minimum distance, and Minimum Hop 

Distance and Load (MHDL). 

5-6- Classification based on Heuristic Algorithms 

in Cloud computing 

As mentioned, Min-Min and Max-Min are static load 

balancing algorithms which belong to the class of heuristic 

algorithms. The papers [39], [40], [41] use these algorithms. 

In the article [39], Min-Min and Max-Min load balancing 

algorithms were analyzed. The Min-Min algorithm 

prioritizes tasks with smaller resource demands and 

minimum completion times when allocating the resources. 

The paper [40] proposed a new load balancing algorithm, 

which combines Max-Min and Round-Robin algorithm 

(MMRR) to assign virtual machines to different userbase 

requests. 

The authors in [42] propose a solution to load balancing in 

big data applications performed on clouds. They provide 

two mathematical optimization models, one to find a host 

machine with the maximum number of available resources, 

and another, for task scheduling. With the aim of reducing 

execution response time, their load balancer, based on the 

Hill-climbing algorithm, carries out resource allocation and 
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task scheduling. The key point of their solution is 

considering a deadline in model optimization for task 

scheduling and execution that distinguishes the proposed 

algorithm from existing ones. Their solution transcends 

FIFO, Round-Robin, MET, Min-Min, Max-Min, Genetic, 

ESCE, and Throttled algorithms in response time and 

turnaround time. 

The paper [41] proposed a Max-Min scheduling 

algorithm. The proposed MMSIA algorithm uses the 

"learned learning" machine learning to improve requests' 

completion time by clustering requests' sizes and the 

utilization percent of VMs. Table 2 mentions important 

heuristic load balancing approaches. 

 
Table  2 : Heuristic load balancing algorithms 

Target 

Service 
Testbed/Sim. Technique Objective Author(s) 

Cloud Cloudsim Hill-climbing algorithm Reduce execution response time Aghdashi and Mirtaheri 2021 [42] 

Cloud Cloudsim Max-Min algorithm 
Improve response time and cost-

effectiveness 
Moses et al. 2020 [40] 

Fog iFogSim MHDL algorithm Improving response time Singh and Auluck 2019 [38] 

Cloud Cloudsim Max-Min algorithm Improve completion time Hung et al. 2019 [41] 

Fog Cloudsim BFD algorithm 
Improve load balance among 

computational nodes 
Xu et al. 2018 [36] 

Fog Cloud Analyst Min-Min algorithm Improve response time Manju and Sumathi 2018 [37] 

Fog MATLAB BFS algorithm Improve delay and response time Puthal et al. 2018 [35] 

Cloud Cloudsim 
Min-Min & Max-Min 

algorithms 
Improve makespan 

Gopinath and Vasudevan 2015 

[39] 

5-7- Classification based on Machine Learning 

Algorithms 

Using machine/deep learning (neural networks) techniques, 

we can obtain accurate predictions with data trained in 

different situations and virtual machines in cloud and fog 

environments. It is also possible to host a virtual machine in 

a much shorter time. Among the methods used in this type 

of technique, we can mention KNN, Q-learning, ANN, and 

so on. 

5-8- Classification based on Machine Learning 

Algorithms in Fog Computing 

Q-learning algorithm, which is one of the machine learning 

techniques, is used in the paper [43] to improve response 

time, delay, and energy consumption. An algorithm is 

needed to balance the load due to the uncertainty related to 

user requests and different computing capacities—I have 

used an algorithm based on reinforcement learning. As 

mentioned, the technique of artificial neural networks, 

which is one of the methods based on machine learning, has 

been used in [44]. The authors in have used a four-layer 

architecture to minimize delays and energy consumption, 

load balance, and optimally assign and schedule the task in 

the fog environment. 

5-9- Classification based on Machine Learning 

Algorithms in Cloud Computing 

Clustering or cluster analysis, which is one of the machine 

learning techniques, is used in the papers [45], [46], [47], 

[48], [49]. In the paper [45], a new heuristic method named 

LB-BC (Load Balancing based on Bayes and Clustering) is 

proposed. The LB-BC method uses the Bayes theorem to 

acquire the posterior probabilities of every candidate 

physical host. 

The article [46] advanced an algorithm for cluster-based 

load balancing that performs adequately in heterogeneous 

node environments. This algorithm takes into consideration 

the tasks' resource-specific requirements and reduces the 

overhead cost of scanning by dividing the machines into 

clusters. 

The article [47] introduces an algorithm able to provide 

more fine-tuned analytical data using machine learning 

methods, which can form the load scheduling mechanism. 

The algorithm is based on dynamic load balancing. 

The paper [48] presents a method for accelerating the 

training of a distributed machine learning model based on a 

cloud service. The authors proposed a load balancing 
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method called fast adaptive reassignment (AdaptFR). The 

paper [49] proposed a strategy based on a machine-learning 

algorithm for intelligent VM scheduling that tries to attain 

load balancing of the cloud data center. Table 3 shows the 

load balancing approaches which employ machine learning. 

 
Table  3 : Machine learning load balancing algorithms 

Target 

Service 
Testbed/Sim. Technique Objective Author(s) 

Fog - 

Q-learning algorithm, Using 

three load transfer models for 

testing 

Minimize latency, response time, and 

overload (extra cost) 
Baek et al. 2019 [43] 

Fog iFogSim 
Artificial Neural Networks 

(ANN) 

Improve response time, latency, 

energy consumption, load balance rate 
Sharma and Saini 2019 [44] 

Cloud AWS Dynamic load balancing More efficient load balancing Parida and Panchal 2018 [47] 

Cloud Cloudsim 
Naïve Bayes classification and 

Clustering 

Reduce failed number of task 

deployment events, improve 

throughput and performance of 

external cloud services 

Zhao et al. 2016 [45] 

Cloud Java k-Means clustering algorithm 
Improve waiting time, execution time, 

turnaround time, and throughput 
Kapoor and Debas 2015 [46] 

 

5-10- Classification based on Custom Algorithms 

Custom algorithms are the proposed algorithms by authors 

based on innovative models. By studying the load balancing 

algorithms in fog and cloud, we have faced proposed 

algorithms that are not based on the known models, and the 

model is innovated. To continue, we will mention these 

researches in fog and cloud computing. 

5-11- Classification based on Custom Algorithms 

in Fog Computing 

Categories in fog computing are based on customized 

algorithms, algorithms, or strategies written by the paper 

authors to improve standards such as improved latency, 

response time, power consumption, energy consumption, 

and the like. This category includes techniques such as 

First-In-First-Out (FIFO), Throttled, Equally Spread 

Current Execution Load (ESCEL), Min-Min, and Max-

Min. 

The authors in [50] advance the MOABCQ method, which 

is a multi-objective task scheduling approach using hybrid 

artificial bee colony algorithm along with Q-learning. Their 

method calculates the fitness of the VMs, based on which, 

considers the selection of them. The MOABCQ method 

improves throughput, cost reduction, makespan reduction, 

and resource utilization. 

[51] aims to process and prioritize input requests using the 

queue model under the SLA law. To establish a strategy for 

allocating resources, [36] introduces a dynamic resource 

allocation method named DRAM in the fog network. The 

introduced technique consists of four main parts for load 

balancing among nodes in the cloud and fog platforms. 

DRAM's implementation is such that it allocates the 

resources statically and schedules them in a dynamic 

manner in fog services through identifying the spare spaces, 

global resource allocation based on load balance, 

partitioning the fog service, and static resource allocation 

for the subsets of the fog service.  

The authors in [52] aim to reduce energy consumption, cost, 

and time by making appropriate decisions and scheduling 

load transfer among fog nodes. To optimize and distribute 

the load in fog settings by taking into account specific 

multi-tenancy demands (priority and delay), the authors in 

[53] proposed the Multi-tenant Load Distribution algorithm 

for Fog Environments (MtLDF). 

The authors in [54] proposed an algorithm for load 

balancing in fog computing focused on graph partitioning. 

In their paper, the physical node graph model is viewed as 

a VM graph model. Afterward, depending on the resource 

distance and task load balancing, using a graph partition and 

clustering, the VM node provides services to the user. 

Fog-Based Radio Access Networks (F-RAN) have an 

important role in future 5th generation (5G) cellular 

networks. [55] introduced the concept of virtual FAPs (v-

FAPs), set up by several local IoT devices under the control 

of the FAPs. In this paper, the first authors formulated an 

optimization problem for optimal task assignment to reduce 

the maximum resource costs. Then they present a service 

load balancing algorithm for the v-FAPs to assign 

appropriate tasks. 

Increasing the traffic load in healthcare systems causes all 

the requests to be sent to the main server to be delayed. 
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Delays are intolerable in healthcare scenarios. To alleviate 

this issue, the authors of [56] aim to provide efficient 

resource utilization by conjugating fog computing support 

so that the requests are dealt with by foglets, and only 

crucial requests are sent to the cloud to be processed. 

The authors in [57] proposed an adaptive load balancing 

algorithm called LBA-le (Load Balancing Algorithm for 

IoT communications within e-health environment). The 

proposed load-balancing algorithm is based on integrating 

IoT communication parameters in the flow control process 

supported by the TCP protocol to consider the network 

fluctuations and apply them in the e-health domain as well. 

As the demand for numerous IoT applications increases, fog 

nodes tend to overload, even close to the sensors; hence the 

response time of IoT applications and latency increases. As 

a result, [58] proposed an algorithmic model that takes into 

consideration the dynamics and heterogeneity of 

computational nodes in fog computing. These models 

utilize the predefined policies by the network administrator 

to assign tasks to the most fitting nodes. 

The authors in [59] used comprehensive dynamic resource 

allocation for load balancing. The method used in this paper 

includes the following four phases: 

1. Service partitioning. 2. Gathering spare space details. 3. 

Primary static resource allocation. 4. Dynamic resource 

allocation that secures global load-balancing in the fog 

environment. 

In cloud registering, Load-adjusting is one of the testing 

undertakings. Various load balancing strategies are 

proposed for load adjusting. The authors in [60] proposed a 

heap adjusting calculation. Load adjusting—a dynamic 

strategy—is the system to adjust the heap to the cloud hubs 

so that Computing Communication and Signal processing 

in every hub viably uses the assets and limits the reaction 

time. 

The authors in [61] introduced two new load sharing 

mechanisms, such as adaptive forwarding, and sequential 

forwarding, to offload tasks towards the neighboring nodes. 

The authors in [62] proposed a load balancing technique for 

IoT-Gateways and network links through the use of 

Software-Defined Networks (SDN). The main goal of this 

method is performance improvement in IoT scenarios based 

on fog computing. The authors in [63] proposed LL(F, T) 

power-of-random choices based on distributed peer-to-peer 

load balancing algorithm. 

5-12- Classification based on Custom Algorithms 

in Cloud Computing 

The paper [64] proposed algorithm-based Self-learning and 

Adaptive Load balancer (SSAL). The algorithm focuses on 

data centers' overall throughput optimization in unstable 

environments. In order to estimate the recent capabilities of 

the servers and assign workloads commensurate to the 

current relative potential of the servers, SSAL logically 

splits the time into fixed-length feedback intervals. 

The paper [65] introduces a hybrid strategy for load 

balancing and task scheduling called Dems. The strategy 

embodies three main algorithms: Querying and Migrating 

tasks (QMT), On-Demand scheduling, and Staged Task 

Migration (STM). 

The paper [66] aims to enhance the performance of the 

computing clusters by advancing a combination of 

centralized and decentralized load balancing. In the 

proposed load balancing algorithm, computing nodes notify 

other neighboring nodes of their load and resource usage 

details to determine their relative state. The resource 

availability information and load status of all the nodes in 

each cluster, based on which workload distribution and 

migration come about, are stored in the main node of the 

cluster. 

The paper [67] aims to optimize the load and schedule 

resources for each cloud user request with the efficient 

transformation of the data center by proposing the Fuzzy-

based Multidimensional Resource Scheduling and Queuing 

Network (F-MRSQN) method. The method's major intent is 

to effectively put integrated scheduling and load balancing 

algorithms into use, depending on minimum processing 

time and maximum resource utilization in the cloud 

environment. This method's main objective is to effectively 

utilize combined scheduling and load balancing algorithms 

based on maximum resource usage and minimum 

processing time in the cloud environment. 

The paper [68] presented a new hybrid load balancing 

algorithm, an amalgamation of randomizing and greedy 

load balancing algorithms. The main goal is to improve the 

response time for the user (UserBase) and the processing 

time of the data center. 

The paper [69] advanced a novel mechanism for load 

balancing. This method is used for calculating server 

processing power. It is also able to load and obtain PS 

values, thus reducing the chance of a server being incapable 

of handling excessive computational requirements. 

The authors in [70] advance a model in which, without a 

central node to manage the system load, each individual 

node is responsible to estimate its status based on its 

computing power and the intended volume of load, which 

will classify themselves into nodes with positive load, the 

nodes with less computing power relative to their 

considered load, and nodes with negative load, which will 

undertake extra portions of the positive nodes' load, leading 

to load balance. They also define a parameter entitled 

compensating factor, to address communication delay 

between nodes, which is calculated from each node's 

perspective, and to compensate the effect of external load 

by using information from neighbor nodes status. Their 

simulation results illustrates significant improvement in 

comparison with common distributed load balancing 

approaches in managing dynamic requests. 
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In the paper [71], a load balancing algorithm based on VM 

availability is proposed. In particular, the Availability Index 

(AI) is assessed for all VMs over a specific period, based on 

which the jobs are allotted to the machines. Table 4 

mentions some of recent custom load balancing approaches. 

[72] presents a new mechanism for flow scheduling in cloud 

data centers. This method makes decisions based on flows' 

sizes. Small flows (mice) are sent via the EMCP algorithm 

and big flows (elephant) are scheduled using bidirectional 

search. Their approach can balance the network more 

efficiently than traditional Static, ECMP, and DiFS 

mechanisms. 

5-13- Load Balancing Algorithms in Converged 

Fog and Cloud Computing 

The article [36] advanced a Virtual Machine scheduling 

approach for load balancing in fog/cloud computing. By 

exploiting the VM live migration method, the authors 

design a VM scheduling mechanism through dynamic VM 

scheduling and VM placement. 

The paper [74] introduces a new mechanism for scheduling 

IoT requests using a made-to-order implementation of the 

genetic algorithm (GA) as a heuristic procedure that mainly 

aims to improve the overall latency. The authors study the 

GA and evaluate it on different problems with various sizes 

to estimate the effects of the model with different 

parameters, namely the maximum number of iterations or 

the population size. 

The paper [73] advanced an energy-efficient load balancing 

mechanism for scientific workflows in the fog/cloud 

computing environment along with a load balancing 

algorithm for the fog environment. Load balancing at the 

fog layer facilitates latency reduction, improving the quality 

of service, and using the resources properly. The 

mechanism aims to utilize the resources at the fog layer by 

minimizing the energy consumed by fog resources. 

The authors of [75], proposed different algorithms for load 

balancing, task scheduling, and resource provisioning, and 

they recognized some of their drawbacks for further 

development. They surveyed the fog-integrated cloud 

environment and its 3-layered architecture in their paper. 

The paper [76] advanced a Fault-Tolerant Scheduling 

Method (FTSM) for distributing service requests to ample 

devices in IoT-based fog/cloud environments. The method 

mainly aims to increase the capacity along with reliability 

and reduce the overhead costs and latency of cloud services. 

The paper [77] has proposed a reliable scheduling approach, 

named the Load Balanced Service Scheduling Approach 

(LBSSA), for allocating users' requests to the resources of 

cloud-fog environments. LBSSA mainly aims to achieve 

proper system utilization, high load balancing, and reliable 

service for requests within the necessary limits of response 

times. 

6- Analysis of Research 

In this article, different load balancing algorithms in the 

cloud, fog computing, and convergence environment are 

surveyed and compared. According to the review of 

selected papers, we give different analyses based on 

different categories, algorithm types, the objectives of load 

balancing algorithms, task specifications, selecting a 

suitable location for task execution, and simulation tools. 

The first categorization of the research on the load 

balancing algorithms is based on their type and approach. 

We categorize the proposed algorithms into metaheuristic, 

heuristic, machine learning, and customized algorithms. 

The results show that custom algorithms are proposed by 

most of the authors for fog computing load balancing 

algorithms. In contrast, most authors use meta-heuristic 

algorithms to balance the load in the cloud environment. 

The number of researches on proposing load balancing 

algorithms for converged fog and cloud computing 

environments is not too many yet, and it's a new scope of 

research for researchers in the load-balancing field.  

In the converged fog and cloud computing, we face two 

different architectures, distributed nature of the fog 

computing management model and the centralized nature of 

the cloud computing management model. Since the load 

balancing algorithm is contingent upon the architecture of 

the system, it's a very interesting issue that we can propose 

a load balancing algorithm in the converged system to 

balance the load in all cloud and fog nodes. Based on the 

architectures, there are new issues such as designing 

distributed load balancing algorithms or centralized or the 

hybrid model. 

By categorizing the research based on the type of 

algorithms, in the second level in fog and cloud, 

respectively, we can mention meta-heuristic algorithms in 

fog computing and custom algorithms in cloud computing, 

and in the third level, heuristic algorithms in fog and 

machine learning in cloud environment have been more 

popular. Finally, in the fourth level, the machine learning 

algorithms in fog and heuristic algorithms in cloud 

computing have been used. This issue is depicted using 

Figure 4 and Figure 5. 
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Table  4 : Custom load balancing algorithms 

Target 

Service 
Testbed/Sim. Technique Objective Author(s) 

Cloud Cloudsim ABC and Q-learning algorithms 

Optimize task scheduling, 

maximize VM throughput, create 

load balance based on makespan  

Kruekaew and Kimpan 

2022 [50] 

Cloud & 

Fog 
iFogSim Energy-aware load balancing framework 

Reduce energy consumption, 

optimize resource utilization, 

improve QoS 

Kaur and Aron 2021 [73] 

Fog 
MATLAB & 

Omnet++ 

Sequential forwarding and adaptive 

forwarding algorithms 
Improve response time Beraldi et al. 2020 [61] 

Fog iFogSim & C 

An algorithm to measure patients' heart 

condition, along with an algorithm for 

using fog servers 

Improve latency and reduce traffic 

overhead by improving QoS 
Khattak et al. 2019 [56] 

Cloud MATLAB 

A new decentralized model for 

estimating each node's status and load 

assignment accordingly 

Reducing the search space in the 

load balancing problem, via a 

novel decentralized approach 

Mirtaheri and Grandinetti 

2016 [70] 

 
Fig. 5 Load balancing algorithms in fog computing 

In accordance with this categorization, it can be concluded 

that the famous algorithms have not succeeded yet in 

solving the load balancing issue in fog computing 

environments. But on the other hand, metaheuristic 

algorithms are the most widely used in providing load 

balancing algorithms in cloud computing environments. For 

proposing a suitable algorithm to work efficiently in 

converged fog and cloud computing environments, this 

categorization can help. 

 

 
Fig. 6  Load balancing algorithms in cloud computing 

The second categorization of research is done based on the 

objective of the proposed load balancing algorithms in these 

researches. In fog computing, response time, execution 

time, processing time, delay and latency, throughput, 

computational cost, energy consummation, overload, 

resource utilization, power consummation, and failure rate 

are the most popular objectives in balancing the load of the 

system. Through these objectives, response time is in the 

first rank, and minimizing the delay and latency in the 

second rank is the most popular research objective. The 

statistic chart is shown in Figure 6. 
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Fig. 7  Objective of load balancing algorithms in fog computing 

In cloud computing, Response Time, Execution Time, 

Processing Time, Waiting Time, Throughput, 

Computational Cost, Energy Consumption, Completion 

Time, Makespan, Migration, Accuracy, Resource 

Utilization, Power Consummation, and Failure rate are the 

most popular objectives in designing load balancing 

platform. As mentioned in Figure 7, resource utilization is 

in the first rank in objectives of research and makespan state 

in the second rank. It should be noted that the proposed 

approaches to bring solutions to the load balancing problem 

commonly use random, Google Cloud Jobs (GoCJ), and 

synthetic workloads as their datasets for evaluating the 

above criteria. 

 

 
Fig. 8  Objective of load balancing algorithms in cloud computing 

Based on these statistics, the objective of balancing the load 

in the converged fog and cloud computing settings will be 

a critical challenge. It's possible to select a single objective 

for the whole in the system or have a separate objective for 

the fog and cloud environment. For example, the load 

balancing strategy in distributing the fog-based task can be 

based on minimizing the response time, and the strategy of 

load balancing for the cloud-based tasks can improve 

resource utilization.  

The third analysis is based on the task specification. The 

fog-based tasks have special specifications, and also, the 

cloud-based tasks have their specifications. The load 

balancer  should prioritize the tasks based on their 

specifications to reach the optimum output. Real-time 

nature of tasks, the priority of the tasks regarding the user's 

request, size of tasks, runtime duration of the task, 

computing-intensive tasks, data-intensive tasks, the 

location of requested data by tasks, the I/O requested tasks, 

etc. These are the challenges that the load balancer should 

be able to consider to manage the tasks. Therefore, if we 

have an environment with fog and cloud services, we should 

be able to consider the specification of tasks in deciding to 

run the tasks. 

The fourth categorization of issues is about selecting a 

suitable location for task execution. The load balancer 

should be informed about the nodes' statuses in the system 

to find the location. There are different strategies for 

obtaining this information. However, we can categorize 

them into two strategies, pooling and interrupting. Pooling 

means that the load balancer in different periods asks the 

nodes to send the status of CPU and memory or any other 

needed information from the node to estimate the load of 

the system and madding decisions about migrating the tasks 

to other nodes or not. Interrupting strategy means that the 

nodes send the overloading alarm to the load balancer when 

the resource utilization rate reaches the specified and 

predefined rate. By receiving this alarm, the load balancer 

makes a new decision to migrate the tasks to another 

suitable node to run.  

Statistically, Figure 8 and Figure 9 show the percentage 

of evaluation tools used to review the literature here in this 

paper. The CloudAnalyst, iFogSim, and Cloudsim have 

4.11% each, MATLAB has 7.20% of usage, C#, Java 

platform, JMeter, Mininet, Python 3.7, Simply package 

come next evaluation tools for these literature reviews in 

fog computing. But, Cloudsim has 67% of usage in cloud 

computing. Then CloudAnalyst has 14% usage, Java 

platform, AWS, MATLAB, and Rock Cluster come next 

evaluation tools for these literature reviews in cloud 

computing. Some aspects to consider while choosing these 

tools include the ability to create quantities with different 

random distributions, providing reports on the 

infrastructure's performance in the form of figures and 

curves, and user support, i.e., timely updates, and 

informative documentation [78]. 

0

2

4

6

8

10

12

14

16

18

20

N
u

m
b

er
 o

f 
A

lg
o

ri
th

m
s

0

2

4

6

8

10

12

14

16

18

N
u

m
b

er
 o

f 
A

lg
o

ri
th

m
s



 

    

Mirtaheri, Jafari, Greco, Arianyan & Mansouri, Load Balancing Algorithms in Cloud, Fog Computing and Convergence of Fog and Cloud … 276 

 
Fig. 9  Evaluation tools for load balancing mechanisms in fog computing 

 

 
Fig. 10  Evaluation tools for load balancing mechanisms in cloud 

computing 

7- Conclusion and Future Work 

Cloud is an enormous system with various aspects, which 

involves cloud service providers, myriad end-users, service 

brokers, physical hardware machines, storage capabilities, 

bandwidth, internet latency, storage capabilities, scheduling 

algorithms, etc. Fog-based processing is a processing 

pattern as a result of the rapid advancement of the Internet 

of Things (IoT), central processing systems, and mobile 

internet. This processing model responds efficiently to the 

needs of real-time and delay-sensitive applications. The 

load balancer is one of the most important issues in the fog 

and cloud calculation model because overloading the 

system will reduce efficiency. Therefore, efficient 

algorithms are needed to load balance, optimal resource 

allocation, reduce response time, and increase system 

efficiency.  

This review paper discusses new load-balancing algorithms 

in the fog and cloud and their converged environment. 

According to the classification, the most common 

categories of papers written in load balancing in fog and 

cloud computing, respectively, are custom and meta-

heuristic algorithms. For designing suitable computing 

algorithms in a converged fog and cloud environment, the 

presented categories will be useful and give a better 

understanding of the solutions ahead. 

Further research may include considering more aspects of 

QoS such as security, delay for different routing policies, 

fault tolerance and etc. With the ongoing advancements in 

the discipline of artificial intelligence, utilizing 

optimization techniques along with other machine learning 

algorithms should also be considered. Taking inspiration 

from nature has been in the spotlight to bring solutions to 

the problem of load balance, nevertheless, more nature-

inspired algorithms can be developed. Moreover, taking 

into account green computing, where its usage saves energy 

and reduces the trade-off between SLA requirements and 

the energy consumed, is suggested. Furthermore, with 5G 

networks becoming more and more prevalent, considering 

their capabilities and flaws can significantly affect future 

research conducted to solve this problem. Finally, as the 

progress of research in this area suggest, in the future, the 

load balancing will be carried out dynamically, and with 

special focus on the dependent tasks.  
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Abstract  
Nowadays, reducing energy consumption in cloud computing is of great interest due to the high operational costs and its 

impact on climate change. The consolidation solution is an effective method for minimizing the number of physical machines 

(PMs) and reducing energy consumption. The virtual machine consolidation process encounters the challenge of 

reducing energy consumption while effectively managing resource allocation. The aim of this paper is to address these 

challenges through the classification of PMs and the use of the dragonfly algorithm. The quartile parameter is utilized to 

classify PMs into three categories: underloaded, medium load, and overloaded. First, we identified the overloaded PMs in the 

overloaded category. Then, we presented a solution to select virtual machines from an overloaded PM based on resource 

usage. Additionally, the Dragonfly algorithm is utilized to select destinations for hosting migrant virtual machines in the 

medium load category. Furthermore, we identified underloaded PMs in the underloaded categories using this algorithm. The 

proposed solution is evaluated using the CloudSim toolkit and tested with workloads consisting of over a thousand data points 

from virtual machines based on PlanetLab data. The results from the simulation experiments indicate that the proposed 

solution, while avoiding SLA violations and minimizing additional migrations, has significantly reduced energy consumption. 

 

 

Keywords: Cloud Computing; Consolidation; Quartile Parameter; Dragonfly Algorithm; SLA Violations; Migrations; 

Energy Consumption. 
 

1- Introduction 

Data centers in cloud computing [1-4] are physical 

spaces  where hosts and necessary equipment are stored and 

accessed via the Internet to provide better services. 

Increasing energy consumption in cloud infrastructure can 

lead to higher carbon dioxide emissions and elevated 

operating costs [5-7]. With the advancement of 

virtualization, reducing energy consumption has become an 

important and challenging issue in the design of new 

systems [8-12]. To address this, a key strategy for reducing 

the number of active hosts is the virtual machine 

consolidation process, which enhances resource utilization 

by strategically migrating virtual machines(VMs) [13, 14]. 

This approach not only minimizes energy consumption but 

also strives to prevent violations of Service Level 

Agreements (SLAs) to the greatest extent possible [14-17]. 

Despite the significant benefits of this solution, inefficient 

consolidation can lead to increased costs. Research has 

shown that a server consumes about 70% of its energy when 

idle [13]. As a result, if underloaded and overloaded servers 

are not properly identified, they can contribute to increased 

migration, energy consumption, and violations of quality of 

service. Therefore, in this paper, we aim to answer the 

following question: How can the virtual machine 

consolidation process be conducted in a way that improves 

resource management and minimizes costs, while 

considering energy costs and migration? 

Today, meta-heuristic algorithms are recognized as 

effective methods for solving complex problems and 

optimizing various fields. Their ability to explore large 

solution spaces and find optimal outcomes makes them 

invaluable for addressing diverse challenges [18]. 

Therefore, this paper presents a combined approach that 

integrates physical machines (PMs) classification with the 

Dragonfly meta-heuristic algorithm. In this approach, PMs 

are first classified using quartile criteria and categorized 
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into underloaded, medium load, and overloaded groups. A 

quartile divides a dataset into four equal parts, each 

representing a specific percentage of the data [19]. The 

proposed classification is based on server CPU usage, as 

research indicates that CPU performance significantly 

impacts energy consumption [13]. Consequently, this 

classification can effectively reduce energy consumption by 

accurately identifying underloaded, medium load, and 

overloaded PMs, while also preventing violations of quality 

of service standards. Therefore, in the proposed solution, 

we first identify the overloaded PMs within the overloaded 

category. Next, one or more VMs from these PMs need to 

be migrated to alleviate the overload condition. A multi-

criteria solution based on RAM and CPU usage is proposed 

to determine which VMs should be migrated, thereby 

minimizing unnecessary migrations by selecting VMs 

appropriately. Additionally, a multi-criteria Dragonfly 

algorithm is utilized for the underloaded and medium load 

categories to identify the most suitable hosts. The improved 

Dragonfly algorithm, considering a multi-criteria fitness 

function, targets hosts with lower energy consumption and 

greater available resources to meet energy reduction goals. 

Thus, the main innovations of this paper are summarized as 

follows: 

1. Providing a solution to classify PMs based on 

quartile parameters. 

2. Selecting migrating virtual machines from 

overloaded hosts based on multiple criteria to 

avoid excessive migrations. 

3. Identifying underloaded and medium-load PMs 

using the improved Dragonfly algorithm, 

employing a multi-criteria fitness function to 

reduce the number of active servers and overall 

energy consumption. 

The structure of the paper is organized as follows: In 

Section Two, we review and critique related works. Next, 

the proposed method is introduced. In Section Four, we 

analyze the proposed method. Finally, in Section Five, we 

present the conclusion. 

2- Related Works 

Mustafa et al.  [20] proposed an energy-optimal and SLA-

aware method in the consolidation process. To achieve this, 

two consolidation methods are presented to select the 

destination for hosting migrating VMs based on the Best Fit 

Decreasing (BFD) method. Simulation results demonstrate 

improvements in energy efficiency and a reduction in SLA 

violations. To reduce energy and improve SLA, Dabhi and 

Thakor  [21] addressed the destination selection mechanism 

for the migration VM allocation. In this framework, the 

performance of the destination physical machine's 

processor is evaluated, and hosts with an average load are 

selected. Furthermore, the results demonstrate the 

performance improvements of the proposed approach. 

Researcher in [22] has presented a virtual machine 

consolidation algorithm aimed at optimizing the use of VMs 

to influence the balance between energy consumption and 

quality of service. This algorithm selects VMs for 

consolidation based on resource usage. For migration, it 

employs criteria such as the distance between hosts and the 

fulfillment of quality of service requirements. The 

simulation results indicate a better balance between energy 

consumption and service quality compared to other 

methods. Khalid et al. [23] focus on energy optimization 

through virtual machine consolidation. For VM 

consolidation, they employ mechanisms based on dynamic 

thresholds and adaptive migration of VMs. The proposed 

algorithm seeks to balance energy efficiency and 

performance by identifying overused hosts and relocating 

VMs to underutilized hosts. The simulation results of this 

paper demonstrate a reduction in energy consumption while 

maintaining high-quality services for users in the cloud 

infrastructure.  Ali et al. [24] emphasize the importance of 

addressing energy consumption and security issues in cloud 

computing. To achieve this, they utilize particle swarm 

optimization (PSO) and colony optimization (CO) 

techniques. The simulation results indicate a reduction in 

costs and an increase in efficiency. Shaw et al. [24] present 

a virtual machine consolidation method using a 

reinforcement learning algorithm. In this paper, the 

reinforcement learning algorithm for the consolidation 

problem represents resource capacity to optimize the 

distribution of VMs, thereby improving resource 

management. The experimental results show that avoiding 

violations of the service level agreement enhances energy 

efficiency. Researchers have introduced the Modified Bird 

Feeding Algorithm (ModAFBA) in [25] as a solution for the 

VM consolidation process, aiming to enhance resource 

management and efficiency in cloud infrastructure. The 

simulation results reveal a reduction in energy consumption 

and the number of migrations, while preventing violations 

of quality of service. Patel and Bhadka [26] present two 

computational frameworks for allocation and migration. In 

this structure, a placement technique is employed to find the 

best location for each request based on the typical data 

center configuration of servers. Additionally, a list of VMs 

is calculated using a power model for migration, targeting 

those that consume more power. Furthermore, the 

destination is selected using Dolphin optimization, 

considering the server with the maximum workload. The 

experimental results indicate a reduction in energy 

consumption and the amount of migration. Manikandan and 

Janani [27] propose a solution that combines hybrid fuzzy 

and k-means clustering with black widow method 

optimization and fish swarm optimization for efficient 

resource allocation. The results of the tests demonstrate a 

reduction in costs and energy consumption. A summary of 

the studied methods is presented in Table 1. 
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Table 1: Summary searches in the area of cloud computing focus on 

energy awareness 

 

Based on Table 1, the papers are categorized according to 

the steps of consolidation, clarifying which steps each paper 

focuses on. The proposed method, which classifies PMs and 

appropriately categorizes them while utilizing the multi-

criteria Dragonfly algorithm, offers an effective solution for 

optimal resource management at each consolidation stage. 

3- Proposed Method 

The consolidation strategy occurs in four stages. The first 

step is to identify the overloaded PMs. Next, if a PM is 

overloaded, one or more VMs must be migrated from that 

host to avoid SLA violations. In the third stage, the strategy 

focuses on finding the destination to host the migrating 

virtual machines. Finally, it identifies underloaded PMs to 

shut down [15, 17]. In the proposed method, the quartile 

parameter is used to categorize PMs within the cloud 

infrastructure, and the Dragonfly algorithm is employed to 

enhance mapping and reduce the number of PMs. First, the 

PMs are sorted by CPU usage, as CPU usage affects the 

energy consumption of PMs [13, 22]. Then, the first (Q1), 

second (Q2), and third (Q3) quartiles are calculated based 

on this. The PMs are divided into three categories: 

underloaded, medium load, and overloaded PMs based on 

the quartile parameter. Fig. 1 illustrates this classification of 

PMs. 

 

Fig. 1 Classification of PMs 

According to Fig. 1, a PM whose CPU usage is less than Q1 

is categorized as underloaded, while a PM whose CPU 

usage is in the range of Q2 is categorized as medium load. 

A PM with CPU usage greater than Q3 is classified as 

overloaded. First, we identify the overloaded PMs. 

 

3-1- Identification of Overloaded Physical Machines 

According to the consolidation steps, the first step in the 

consolidation phase is to identify overloaded PMs. 

Researchers in [29] proposed four suitable approaches to 

find dynamic thresholds for detecting overloaded PMs. 

Compared to external models, the Median Absolute 

Deviation (MAD) method is robust. In this phase, the MAD 

is used to identify overloaded PMs among those in the 

overloaded category. Eq. (1) provides this metric. 

 

If ( 𝑃𝑀𝑖
𝐶𝑃𝑈>Q3)     i=1, 2,…, N  

                       { 𝑇𝑢=1-s. OC_MAD 

 

(1)            

In Eq. (1), 𝑃𝑀𝑖
𝐶𝑃𝑈  is CPU usage of 𝑃𝑀𝑖 , 𝑇𝑢  is the upper 

threshold, s ϵ R+, and OC_MAD is MAD in the overloaded 

category. N is the number of PMs.  

MAD parameter uses previous knowledge to generate a new 

threshold value. To obtain a MAD value, it is necessary to 

use univariate data 𝑋1, 𝑋2. . . ., 𝑋𝑛. Eq. (2) expresses this 

criterion [20, 29]. 

 

 

Hence, if the host's CPU usage in the overloaded category 

is greater than 𝑇𝑢, that host is considered to be overloaded.  

In the event that the PM is overloaded, it would be 

necessary to migrate several VMs from that PM to prevent 

service quality violations. It is assumed that cloud centers 

include an N number of PMs and a V number of VMs. In 

the next step, we check what virtual machine to choose for 

migration from the overloaded PM. 

 

 

 

 

Underloaded  

PM 

Destination 

selection  
VM  

selection      

  

overloaded  

PMs 
Method   

✕ ✓ ✕ ✕ Mustafa et 

al. [20] 

✓ ✓ ✕ ✓ Dabhi and 

Thakor 

[21] 
✕ ✕ ✓ ✕ Kumaran  

et al. [22] 
✓ ✕ ✓ ✓ Khalid et 

al. [23] 
✕ ✓ ✕ ✕ Ali et al. 

[24] 
✕ ✓ ✕ ✓ Shaw and 

Barrett 

[28] 
✕ ✓ ✓ ✕ Alsadie 

and 

Alsulami   
[25] 

✕ ✓ ✓ ✓ Patel and 

Bhadka 

[26] 
✕ ✓ ✕ ✕ Manikand

an and 

Janani  

[27] 
✓ ✓ ✓ ✓ Proposed 

Method 

MAD=median(|𝑋𝑖 − 𝑚𝑒𝑑𝑖𝑎𝑛𝑗(𝑋𝑗)|) (2) 
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3-2- Selection of Migrant Virtual Machines 

In the previous works [20, 29], the Minimum Migration 

Time (MMT) policy is used to choose a VM to migrate from 

a host that was overloaded. The virtual machine has been 

selected for migration under this policy due to its reduced 

memory usage. In addition, merely one criterion is 

considered. In this policy, the amount of CPU used by the 

VM, which might be influential in overloading and 

increasing the energy consumption of the physical machine, 

has not been taken into account. In the proposed solution, 

the minimum memory maximum processor method has 

been presented, which aims to combine the MMT policy 

and the use of the virtual machine processor by considering 

several criteria. The purpose of presenting the desired 

method is to choose a virtual machine that has the lowest 

migration time compared to other virtual machines and uses 

more processors than the other virtual machines; therefore, 

we can reduce the number of additional migrations with this 

selection. Eq. (3) provides this criterion. 

 

 

 

  (3)  

υ ϵ Vi|∀α ϵ Vi.
RAMu(υ)

UtilizationOfCpuu(υ)

≤
RAMu(α)

UtilizationOfCpuu(α)
 

 

According to Eq. (3), RAMu (α) is the recently used amount 

of RAM by virtual machine α. UtilizationOfCpuu(α) is the 

value of the recently used processor by virtual machine α. 

Vi is a set of VMs that have been recently allocated to the 

hosti. In the proposed solution, a virtual machine with a 

lower ratio than that of other VMs is selected as the 

designated virtual machine for migration from the 

overloaded host. After the migration, this criterion is 

applied again to select the next virtual machine if the 

overloaded host's performance remains above the threshold. 

3-3- Selection of the Destination Host  

The next step in the consolidation phase, after selecting the 

migration VMs, is to choose a destination for hosting these 

migrated virtual machines.  

After identifying the overloaded hosts and migrating the 

necessary virtual machines, the migrated virtual machines 

should be transferred to a destination with the required 

capacity and cost-effective efficiency. To select the 

destination for hosting the migrating virtual machines, the 

PM is chosen based on the proposed Dragonfly algorithm 

from the PMs in the medium load category. PMs in the 

medium load category have CPU utilization greater than Q1 

and less than Q3 according to Eq. (4). 

 

In Eq. (4), Q1 is the first quarter, and Q3 is the third quarter. 

𝑃𝑀𝑖
𝐶𝑈 shows the CPU usage of the 𝑃𝑀𝑖. 

The reason for choosing this category is that it mitigates the 

risk of overloading the PMs in the future while also 

avoiding classification in the underloaded category, which 

could prevent the shutdown of that host later. Furthermore, 

in the proposed Dragonfly algorithm, a multi-criteria fitness 

function is employed to identify the best host for allocation 

within this category.  

In general, due to its high speed, accuracy, and capabilities, 

the Dragonfly algorithm [30] has been utilized alongside a 

multi-criteria fitness function. As a result, the steps of the 

proposed method are as follows: 

 

Step 1: The Dragonfly population and food sources, along 

with their characteristics, are quantified. In modeling the 

proposed solution using the Dragonfly algorithm, 

dragonflies represent VMs that search for prey (PMs). PMs 

possess characteristics such as processors, memory, 

network, and bandwidth. Consequently, these resources are 

considered within a broad set of constraints and can be 

represented by three parameters: CPU, RAM, and 

bandwidth (BW). Therefore, if PMi represents the i-th 

physical machine, the available capacity of this PM (AC 
(PMi)) is expressed in Eq. (5). 

(5)  AC (PMi) = {CPUi, RAMi, BWi} 
 

Step 2: In this step, the fitness function for all PMs 

(resources) is calculated. By defining a multi-criteria fitness 

function and evaluating several criteria, we aim to select a 

host for allocation that possesses the necessary resources for 

hosting while avoiding the risk of overloading and violating 

the quality of service. Consequently, among the PMs, those 

that are not overloaded and meet the necessary resource 

requirements for hosting the virtual machine can be selected 

based on the proposed function.  The limit is calculated 

using Eq. (6) and Eq. (7), respectively. 

 

(6)        RR(𝑉𝑀𝑖)<AC (PMi)      i=1, 2,….,N 

In Eq. (6), the  RR(𝑉𝑀𝑖) indicates the resources required by 

the virtual machine, while AC (PMi)  represents the 

available capacity of the i-th PM to prevent overloading. 

Consequently, the fitness function (FF) is calculated using 

Eq. (7). 

 

FF =MIN( 
𝐸𝑛𝑒𝑟𝑔𝑦 (𝑃𝑀𝑖)

AC(𝑃𝑀𝑖) 
) (7)    

 

If ( 𝑃𝑀𝑖
𝐶𝑃𝑈>Q1 and 𝑃𝑀𝑖

𝐶𝑃𝑈<Q3) 

                   i=1, 2, ...,N    

 find PMs based on Dragonfly 

algorithm 

 

(4)     
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According to the FF in Eq. (7), Energy (PMi) represents 

the amount of energy consumed by PMi, and AC (PMi) is 

the capacity of the available resources of the PM. Based on 

the fitness function, the lower the energy consumption ratio 

of the host and the capacity of the available resources (RAM, 

CPU, and BW), the more suitable the position would be for 

the prey in the proposed Dragonfly algorithm (i.e., more 

suitable in the proposed host method). Therefore, in this 

structure, the host where the fitness function criterion is 

minimized compared to other PMs (positions) would be the 

most suitable host for the destination selection process for 

migrant dragonflies (migrant virtual machines) . 

Step 3: Update the optimal position (based on the fitness 

function). The position of the prey (PM) is updated for all 

migrant dragonflies (migrant virtual machines). 

Step 4: Check the termination conditions. If the immigrant 

Dragonfly (representing the immigrant virtual machine) is 

not yet finished, repeat the process from the second step to 

select the host. Otherwise, if all dragonflies have been 

mapped, the termination condition is satisfied. 

The pseudocode at this stage of the consolidation process is 

shown in Fig. 2. 

 

 

 

 

 

 

 

 

 

 

Input: pmList, vmList     Output: allocated Host 

1. For each VM in vmList do  

                  Allocated Host             NULL; 

2.     MinFitness            MAX;  

3.     For host in HostList do 

4.         If  𝐮𝐭𝐢𝐥𝐢𝐳𝐚𝐭𝐢𝐨𝐧 𝐨𝐟 𝐜𝐩𝐮(𝐏𝐌𝐢)>Q1 and  𝐮𝐭𝐢𝐥𝐢𝐳𝐚𝐭𝐢𝐨𝐧 𝐨𝐟 𝐜𝐩𝐮(𝐏𝐌𝐢)<Q3 

5.                      𝐄𝐧𝐞𝐫𝐠𝐲 (𝐏𝐌𝐢)          energy (host, VM);       

6.                     FF             
𝐄𝐧𝐞𝐫𝐠𝐲 (𝐏𝐌𝐢)

𝐀𝐂 (𝐏𝐌𝐢)  
 

7.                     If   fitness < MinFitness then 

8.                           MinFitness             fitness;  

9.                           AllocatedHost             host;  

10.                end if 

11.        end if 

12.    end for 

13. end for 

14. return allocated Host; 

Fig. 2 Destination PMs selection pseudocode 

 

3-4- Identification of the Underloaded Physical 

Machines 

To identify underloaded PMs, among the PMs whose CPU 

usage is less than the first quartile (Q1), the PM with the 

lowest fitness function metric in the Dragonfly algorithm 

is considered an underloaded PM for shutdown. Eq. (8) 

provides this feature. In Eq. (8), 𝑃𝑀𝑖
𝐶𝑈 is CPU usage of 

𝑃𝑀𝑖, and N is the number of PMs.  

The dynamic VM consolidation process periodically 

migrates and reallocates VMs to PMs [31]. Therefore, the 

proposed method periodically addresses the issue of 

migrating VMs and reallocating them to medium load 

PMs, as well as putting underloaded PMs to sleep. 

In the following, the flowchart diagram to express the 

proposed method is presented in Fig. 3. 

 

 

 

If ( 𝑃𝑀𝑖
𝐶𝑃𝑈<Q1)        i=1, 2,…, N    

 find PMs based on fitness function 

in Dragonfly algorithm 

 

 

  (8) 
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Fig. 3 Flowchart of the proposed method

According to Fig. 3, the steps of the proposed method 

include classifying PMs based on quartiles and 

applying the dragonfly algorithm in the consolidation 

process. First, the PMs are divided into three categories 

according to the quartile parameter. In the first step of 

consolidation, in the overloaded category (hosts whose 

CPU usage exceeds Q3), overloaded hosts are identified 

based on MAD [20]. If an overloaded host is found, it 

selects VMs to migrate from that host based on Eq. (3). 

After selecting the migrating VMs, the destination host is 

chosen from the medium load category using the 

Dragonfly algorithm. Based on the provided fitness 

function, the host with the minimum fitness value is 

selected for allocation. If no overloaded PMs are 

identified the method then looks for underloaded PMs in 

the underloaded category (hosts whose CPU utilization is 

below Q1 and have the minimum fitness function value in 

the Dragonfly algorithm for this category). This process 

continues until all VMs are allocated. 

4- Analysis 

Evaluating the proposed method in large-scale cloud data 

center infrastructures and real-world environments can be 

challenging. Therefore, to ensure the repeatability of the 

experiment, the CloudSim toolkit [32] has been chosen as 

 
1  http://www.spec.org/power_ssj2008 

the simulation platform. To assess the proposed method, 

we used real-world workloads for a more accurate 

evaluation. The workload utilized is based on actual data 

generated by PlanetLab. Using this tool, a data center with 

800 heterogeneous physical nodes was simulated. In this 

test environment, half of the servers are HP ProLiant 

ML110 G4, while the other half are HP ProLiant ML110 

G5. The specifications of these servers are provided in 

Table 2, according to the results of the SPECpower 

benchmark1. 

Table 2: Specifications of physical machines 

 

Each category of PMs in Table 2 has different processing 

speeds, memory capacities, number of cores, and 

bandwidths. Additionally, the specifications of the VMs 

used are based on real Amazon EC2 examples2. In this 

architecture, all VMs in the dataset are single-core. 

2  http://aws.amazon.com/ec2/instance-types/ 

CPU 

(MIPS)  

RAM 

(MB) 

The 

number 

of cores 
Bandwidth 

(Gbit/s) 

Physical 

machine 

1860 4096 2 1 HPProLiant 

ML110 G4 

2660 4096 2 1 HP ProLiant 

ML110 G5 

http://www.spec.org/power_ssj2008
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The specifications and features of the virtual machines 

used for evaluation are provided in Table 3. 

Table 3: Specifications of virtual machines 

 
In Table 3, the virtual machines (VMs) differ in terms of 

processing speed and memory capacity. The workload in 

the presented method is based on real data obtained from 

PlanetLab over ten different days. This data reflects CPU 

usage by more than 1,000 VMs simultaneously from 

servers located in over 500 locations. For this purpose, ten 

days were randomly selected from the workflow data 

collected between March and April 2011 [33]. The 

characteristics of the dataset used to evaluate the results 

are shown in Table 4 [33].  

Table 4: Specifications of PlanetLab data 

 

The proposed algorithm and the comparison method were 

coded using NetBeans software and CloudSim version 3, 

and executed on a 64-bit system with 8 GB of RAM. 

4-1- The results of the simulation 

The criteria and the parameters considered for evaluating 

the proposed method are energy efficiency, migrations, 

and service level agreement violation (SLAV). The 

energy consumption parameter is based on processor 

efficiency [20]. Given that processor efficiency changes 

over time, the energy criterion is defined as a function of 

time according to the processor's efficiency, as expressed 

in Eq. (9) [20, 27] . 

(9) 

 Ei = ∫ P(u(ti))dt
t1

t0

 

 

According to Eq. (9), 𝐸𝑖, the total amount of energy used 

by the i-th physical machine,  is calculated as the integral 

of energy efficiency over a period from 

𝑡0 to   𝑡1 .  𝑢(𝑡𝑖) represents the utilization rate of the i-th 

physical machine's processor as a function of time. 

Additionally, the SLAV parameter, which is entirely 

unfavorable in cloud infrastructure, contributes to 

increased costs. This criterion depends on two main 

factors: the state of hosts being overloaded and the 

occurrence of additional migrations. Specifically, these 

factors are represented by SLAV Time per Active Host 

(SLATAH) and Performance Degradation due to 

Migration (PDM). Consequently, these criteria are 

examined in Eq. (10) and Eq. (11) [20, 27]. 

 

(10) SLATAH = 
1

M
∑

Tsi

Tai

M
j=1   

Let M be the number of hosts, and Tsi represent the total 

time that the i-th host experiences 100% utilization, which 

results in a SLAV. Furthermore, Tai estimates the total 

time of the i-th PM in an active state. In the following 

section, the parameter PDM is detailed in Eq. (11) [20, 27]. 

 

(11)         PDM=
1

N
  ∑

Cdj

Crj

N
i=1    

based on Eq. (11), N indicates the number of v VMs, 

𝐶𝑑𝑗  estimates the efficiency violation of the j-th VM 

caused by the migration, while 𝐶𝑟𝑗  represents the total 

capacity required by the j-th VM during its execution. 

Considering the equal importance of these two criteria in 

service quality violations, a combined criterion that 

accounts for both parameters is utilized for the SLAV 

measurement. This parameter is presented in  Eq. (12) [20, 

27]. 

 

(12) SLAV = SLATAH  ∗ PDM  

The works considered for comparison are the Energy and 

SLA-Aware VM Placement (ESVMP) [21] and the Black-

widow and Fish Swarm Optimization (BWFSO) [27]. 

These papers were chosen due to the compatibility of their 

methods with the simulation environment and their 

utilization of meta-heuristic algorithms. Fig. 4 displays the 

results of the energy consumption for the proposed 

method alongside the compared methods, based on 

PlanetLab data. 

 

 

 

Extra-large 

instance 

Small 

instance 

Micro  
instance 

virtual 

machine 

2000 1000 500 CPU (MIPS) 

3750 1700 613 RAM(MB) 

1 1 1 Bandwidth 

(Gbit/s) 

2.5 2.5 2.5 Size (GB) 

Number of VMs Date  

1052 03/03/2011 

898 06/03/2011 

1061 09/03/2011 

1516 22/03/2011 

1078 25/03/2011 

1463 03/04/2011 

1358 09/04/2011 

1233 11/04/2011 

1054 12/04/2011 

1033 20/04/2011 
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Fig. 4 Comparison of Energy Consumption 

In Fig. 4, the amount of energy consumed in kilowatts 

at different times is displayed on the vertical axis, 

utilizing PlanetLab data. As illustrated, the energy 

consumption of the proposed method is significantly 

lower than that of the compared methods. This 

reduction is due to the classification of PMs based on 

the quartile parameter and the use of the Dragonfly 

algorithm with a multi-criteria objective function 

during the consolidation stages. Our solution effectively 

improves and reduces costs, including energy 

consumption, by optimizing resource management. 

Specifically, energy consumption is reduced by 14% 

compared to ESVMP and 31% compared to BWFSO. 

Fig. 5 presents the number of migrations for the 

proposed method compared to other methods. 

 

Fig. 5 Comparison of the Number of Migrations. 
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In Fig. 5, the number of migrations is plotted on the 

vertical axis using Planet Lab data . As shown, the 

proposed method results in fewer migrations compared to 

the baseline papers, with improvements of 19% compared 

to ESVMP and 33% compared to BWFSO. Fig. 6 

compares the SLAV of the proposed method with ESVMP 

and BWFSO.

 

Fig.6 Comparison of the Percentage of SLAV. 

In Fig. 6, the average SLAV violation is demonstrated. 

The results show that, by considering multiple criteria and 

categorization, the proposed method performs better by 

reducing energy consumption while avoiding violations of 

the service level agreement. Additionally, it has improved 

by 1% compared to ESVMP and 2% compared to BWFSO. 

The graphs indicate that increasing the number of VMs 

leads to higher energy consumption and more migrations. 

However, our proposed method, which categorizes PMs 

appropriately and utilizes the multi-criteria Dragonfly 

algorithm, demonstrates improved performance in 

reducing both energy consumption and the number of 

migrations, while also preventing an increase in SLAV. 

5- Conclusions 

In recent years, the growing demand for cloud services has 

made energy consumption optimization a critical issue. 

High energy usage in data centers negatively impacts 

operational costs and the environment. To maximize the 

benefits of cloud services and reduce expenses, it is 

essential to minimize energy consumption while adhering 

to Service Level Agreements. The process of virtual 

machine consolidation can effectively optimize energy 

consumption by reducing the number of active physical 

machines (PMs) and shutting down idle servers. However, 

improper consolidation can increase energy usage and 

negatively affect service quality. To address these 

challenges, this paper proposes a hybrid solution that 

combines PMs classification with a meta-heuristic 

algorithm to optimize energy consumption and manage 

resources effectively. PMs are categorized based on 

processor utilization using the quartile parameter, as 

optimal processor utilization is essential for minimizing 

energy consumption. By accurately identifying PMs 

within the appropriate categories, we can achieve 

improved energy efficiency and more effective resource 

management. Additionally, by identifying migrating 

virtual machines based on several criteria, we can prevent 

unnecessary migrations that increase costs. Furthermore, 

the use of the Dragonfly algorithm with a multi-criteria 

fitness function based on energy consumption and 

available resources helps us find suitable destinations for 

hosting migrating virtual machines. Finally, we identify 

underloaded PMs in the underloaded category using the 

proposed Dragonfly algorithm and take steps to shut them 

down, thereby reducing energy consumption. The 

performance of the proposed method has been evaluated 

using real workloads in the CloudSim simulator. The 

simulation results demonstrate that, compared to the first 

and second papers, energy consumption decreased by 14% 
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relative to ESVMP and by 31% compared to BWFSO. 

Additionally, the total number of migrations was reduced 

by 19% compared to ESVMP and by 33% compared to 

BWFSO, while the SLAV was decreased by 1% and 2% 

respectively. For future work, it is recommended to 

incorporate fog computing into the proposed method to 

further reduce latency. Moreover, focusing on the 

healthcare sector and integrating this approach could 

effectively lower user costs. 

 

Abbreviations  
SLA Service Level Agreement 

PMs Physical Machines 

SLAV Service Level Agreement Violation 

BFD Best Fit Decreasing 

ModAFBA   Modified Feeding Birds Algorithm 

PM Physical Machine 

MAD Medium Absolute Deviation 

VMs Virtual Machines 

MMT Minimum Migration Time 

SLATAH SLAV time per active host 

PDM Performance Degradation due to 

Migration 

ESVMP Energy and SLA-aware VM Placement 

BWFSO Black-widow and Fish Swarm 

Optimization 

K-means K-means refers to data classification 

with the aim of partitioning 𝑛 data into 

𝑘 clusters. 
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Abstract  
This study explores the application of the COBIT (Control Objectives for Information and Related Technologies) IT 

governance framework to enhance the ICT Regulatory Tracker (ICTRT) scores, a tool developed by the International 

Telecommunication Union (ITU) to assess ICT regulatory bodies across countries. Given the absence of specific 

improvement strategies from the ITU, this research fills a critical gap by investigating how COBIT processes can be 

leveraged for ICT regulation improvement. Utilizing an Automatic Content Analysis (ACA) method, we identified 

significant relationships between 22 out of 37 COBIT processes and ICTRT indicators, with particular emphasis on APO09, 

APO11, and DSS02 processes. Focus group methodology employed to validate these findings and development of a 

continuous improvement plan tailored for Iran's ICT regulatory body. This plan integrates 13 COBIT processes from the 

identified set, providing a structured approach for implementation. The findings not only highlight effective COBIT 

processes but also offer actionable insights for regulatory bodies aiming to enhance their regulatory quality and advance 

towards a digital economy. 

 

 

 

Keywords: ICT Regulatory Tracker; COBIT Framework; ICT Regulation Quality; Digital Transformation. 
 

1- Introduction 

The digital economy has become an essential element of 

the global economic landscape, with Information and 

Communication Technology (ICT) serving as its backbone. 

ICT is crucial for driving development and facilitating the 

digital transformation of businesses [1]. An effective 

regulatory framework is vital for improving business 

performance and promoting national growth toward 

sustainable development, enabling digital transformation 

across various sectors. Consequently, ICT regulators aim 

to harness digital transformation as a means to achieve the 

Sustainable Development Goals (SDGs) in collaboration 

with other sectors [2]. 

The ITU has analyzed data from ICT regulators in 193 

countries and created the ICTRT. This tool helps countries 

evaluate their regulatory status and formulate policies to 

enhance ICT regulation, thereby supporting digital 

transformation and overall development. The ICTRT also 

enables countries to customize their regulatory reform 

strategies based on local and national priorities. Notably, 

there is a strong correlation between ICTRT scores and the 

development level of the digital economy; regulatory 

bodies with higher scores tend to be more effective in 

attracting investments, fostering technological innovation, 

and expanding market opportunities [3]. 

Despite its importance, the ITU has not provided specific 

guidance on improving ICTRT indicators, leaving individual 

countries to navigate this challenge independently. This gap 

presents a significant research opportunity for regulators 

seeking effective strategies to enhance ICT regulation quality. 

Our comprehensive review of existing frameworks and 

literature highlights that the COBIT framework, developed 

by ISACA 1 , offers a robust approach for managing 

Information Technology (IT) processes while ensuring 

alignment between IT strategies and business objectives. 

This framework has been widely studied and implemented 

 
1. ISACA (the Information Systems Audit and Control Association) is a 

professional association focused on IT governance, risk management, and 

cybersecurity. 
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across various organizations, yielding successful outcomes 

that contribute to process improvements [4]. 

This paper aims to investigate the role of COBIT processes in 

enhancing ICTRT indicators through an ACA methodology. 

The main contributions of this research include: 

- Identifying relationships between ICTRT indicators 

and COBIT processes. 

- Designing a continuous improvement plan for Iran's 

Communication Regulatory Authority (CRA) based on 

selected COBIT processes. 

The innovation of this research is centered on the 

following aspects: 

- Application of the COBIT IT governance framework to 

enhance ICTRT scores. 

- Utilization of ACA to identify significant relationships 

between COBIT processes and ICTRT indicators. 

- Development of a tailored continuous improvement 

plan specifically for CRA. 

The structure of this paper is as follows: The second 

section presents a literature review that discusses the tasks 

and challenges of ICT regulation, elaborates on the ICTRT, 

and examines the application of COBIT for business 

process improvement. The third section outlines the 

research methodology, detailing the ACA process and 

focus group method used in this study. Finally, sections 

four and five present the analysis results and summarize 

the study's objectives, achievements, recommendations for 

ICT regulators, and suggestions for future research.  

2- Related Works and Literature Review 

In this section, the literature and related works are 

explained in three parts. The first part discusses the ICT 

regulation tasks and challenges. The ICTRT is elaborated 

on in the second part, and the third part covers the use of 

the COBIT ITGF for business process improvement.   

2-1- ICT Regulation Tasks and Challenges  

ICT regulation encompasses various tasks and challenges, 

including infrastructure management, spectrum regulation, 

and consumer protection. Regulatory bodies are tasked with 

fundamental functions such as competition oversight and 

internet regulation, which can differ significantly based on 

local conditions. For instance, Yeganeh et al. identified 25 

critical measures aimed at enhancing the regulatory quality 

and balance within Iran's national information network [5]. 

Spectrum regulation is particularly crucial for national 

authorities. Olwal et al. examined broadband regulation 

initiatives in Southern Africa, proposing a framework for 

dynamic spectrum management to modernize outdated 

policies. Their findings provide valuable benchmarks for 

regulatory bodies [6]. 

The performance of ICT regulators directly impacts 

service quality. Danbatta and Zangina evaluated Nigeria's 

Communications Commission, highlighting key outcomes 

such as promoting telecommunications research, 

addressing network vandalism, and developing e-waste 

management policies to improve service quality. They 

identified power supply issues as a significant barrier to 

network reliability [7]. 

Emerging technologies present new challenges for 

regulators. Suryanegara recognized 5G as a disruptive 

innovation, introducing challenges related to security 

frameworks and economic considerations linked to 

renewable energy [8]. Similarly, Mohlameane and 

Ruxwana noted that South Africa's regulatory frameworks 

inadequately address the complexities of cloud computing, 

indicating a need for updates [9]. 

Regulatory bodies must proactively adapt to new 

technologies, such as smart cities. Barden outlined various 

challenges faced by regulators in this context, including 

licensing, data interoperability, and privacy concerns [10]. 

Additionally, Nguyen assessed the collaboration between 

state and non-state actors in Vietnam's cyber regulatory 

framework, evaluating their roles throughout different 

regulatory periods [11].  

2-2- The ICTRT 

The ICTRT employs 50 indicators categorized into four 

domains: regulatory authority, regulatory mandate, 

regulatory regime, and competition framework, each 

contributing to a maximum score of 100. Countries are 

classified into four generations based on their scores, 

reflecting their regulatory maturity [3]. 

Research utilizing ICTRT data has been categorized into 

three main areas: 

1) Economic Impact: Studies such as Raifuet et al. (2023) 

demonstrate a strong correlation between the quality of 

ICT regulation and financial development across 23 

African nations from 2003 to 2020. This underscores 

the importance of enhancing ICT regulations for 

economic growth [12]. Additionally, Nepal's strategic 

adoption of ICT development strategies illustrates 

efforts to improve regulatory quality [13]. 

2) Social Aspects: Research by Adams and Akobeng on 

46 African countries from 1984 to 2018 examines the 

relationship between ICT and inequality, utilizing 

indicators such as governance and regulatory quality 

[14]. Furthermore, Shobande and Ogbeifun link ICT 

regulation quality with environmental sustainability, 

revealing how effective regulation can mitigate 

climate change effects through various indirect 

mechanisms [15]. 

3) Regulatory Frameworks: Chauhan and Mathew 

analyze India's telecommunications and internet access 

regulatory environment, highlighting successful 

policies that support development [16]. Similarly, 

Nikarya et al. find a significant correlation between 
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ICTRT indicators and Internet Development Index (IDI) 

indicators, emphasizing the critical role of regulatory 

quality in fostering ICT industry growth [17]. 

Despite these insights, most studies remain descriptive 

without proposing specific solutions to enhance ICTRT 

indicators. This gap indicates a need for targeted 

investigations aimed at developing operational strategies 

for improving regulatory frameworks. 

2-3- Using COBIT ITGF for Business Process 

Improvement 

IT has fundamentally transformed business processes, 

necessitating a strong alignment between IT strategies and 

business objectives to mitigate potential disruptions [18], 

[19]. IT governance plays a crucial role in this alignment, 

enhancing management, accountability, and compliance 

while fostering continuous improvement [20]. 

The COBIT framework is a prominent IT governance 

framework designed to ensure effective adoption of IT 

governance practices. It facilitates the mapping and alignment 

of business and IT goals, thereby supporting organizations 

in achieving their strategic objectives [1], [19], [21]. 

Numerous studies have demonstrated the practical 

application of COBIT across various sectors. For instance, 

Kahorongo et al. highlighted COBIT's significance in 

Namibia Bank's efforts to achieve holistic organizational 

improvement [1]. Similarly, Abu-Musa's research in Saudi 

Arabia emphasized how COBIT enhances service 

organizations' understanding and management of IT 

governance processes, which directly impacts their success 

metrics [21]. In Kenya's banking sector, Chege et al. found 

a positive correlation between IT governance maturity and 

financial performance, underscoring the framework's 

influence on business outcomes [20]. 

Organizations have also leveraged COBIT to adopt 

emerging technologies such as the Internet of Things (IoT). 

Henriques et al. explored how COBIT facilitates IoT 

project implementation by identifying key governance 

enablers, including data privacy and protection measures 

[22]. Almusawi's study on Iraqi private banks revealed that 

implementing COBIT enhances the reliability and security 

of accounting information systems while mitigating audit 

risks identified by external auditors [23]. 

The literature indicates that COBIT serves as a strategic 

model for evaluating ICT performance and can assist 

regulatory bodies in improving ICT regulations to foster the 

development of the digital economy [24]. Research suggests 

that the maturity level of IT governance framework 

implementation correlates directly with business process 

performance across industries [20]. Furthermore, COBIT 

can be utilized as a continuous improvement tool for ICT 

regulatory bodies to adapt to emerging technologies like IoT 

and cloud computing [22], [25]. 

Recent studies have also examined COBIT's application in 

Enterprise Architecture scenarios, demonstrating its 

effectiveness in analyzing various organizational contexts, 

including Iran's telecommunication research center [18]. 

Overall, the COBIT framework is instrumental for ICT 

regulatory bodies in making informed investment decisions 

regarding IT resources and enhancing regulatory quality. 

3- Research Method 

This study is designed to address two questions: 

1) How can we measure the relationship between ICTRT 

indicators and COBIT processes?  

2) How can we design a continuous improvement plan 

for the CRA based on selected COBIT processes? 

To answer these questions, we used a two-step strategy. 

First, we employed the ACA methodology to discover the 

relationships between ICTRT indicators and COBIT 

processes. Then, we conducted a focus group method to 

validate the ACA results and design a continuous 

improvement plan for the CRA based on selected COBIT 

processes. Each of the two steps is explained below. 

3-1- Step 1: The ACA Process 

Given that COBIT comprises 37 processes and ICTRT 

includes 50 indicators, this results in 1,850 potential 

relationships for analysis. To efficiently analyze these 

relationships, we employed the ACA method. 

To implement the ACA method various key steps have been 

described in the research literature. First, define the research 

objectives and questions to guide the analysis. Next, data 

collection is performed from relevant sources, followed by 

preprocessing to clean and prepare the data for analysis. 

Finally, algorithms are applied to analyze the data and 

identify patterns or themes, leading to the interpretation and 

reporting of the findings [26], [27] and [28].  

According to the literature, the ACA method designed with 

three steps: data collection, data analysis, and output 

preparation. Fig. 1 shows these steps that are explained below. 
 

 

Fig. 1 The ACA method steps 
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Data Collection: 

In this step, the following tasks conducted:  

- Text contents regarding ICTRT indicators and COBIT 

processes were collected from ISACA publications for 

COBIT 1  and ITU publications for ICTRT 2 , with the 

selection of content carried out through purposive sampling. 

- Stop words list and standard separators for English 

texts were stored in a database;  

- To prepare the texts for the analysis, a set of 

preprocessing tasks like tokenizing the text contents into 

words and n-grams, creating text vectors of words and 

n-grams, stop-words removal, keywords extraction, and 

semantic expansion of the keywords were performed. 

Data Analysis: 

In this step, 37 COBIT processes and 50 ICTRT indicators 

were considered as the ACA categories. Each category 

was assigned a set of keywords, semantic expanded items, 

and n-grams, and the relationship between categories was 

calculated using text similarity detection techniques.  

Different methods have been proposed for similarity 

detection between two contents in ACA research. ACA 

researchers in similar studies used NLP and Text similarity 

detection techniques such as terms frequency, Latent 

Semantic Analysis (LSA), and Hyperspace Analog to 

Language (HAL) to find major themes in the ACA process; 

each of them tries to find the most critical concepts in 

content and aid in rapid understanding of unfamiliar 

domains and content exploration [29], [30], [31], [32]. 

In this study, we measured the similarity between 

categories using three similarity detection methods: n-

gram-based similarity detection, word-based similarity 

detection, and semantic similarity detection. Each 

relationship was assigned a score between 0 and 1, where 

1 indicates the strongest relationship and 0 indicates the 

weakest relationship. Eq. (1), Eq. (2) and Eq. (3) 

respectively shows the equations used to measure n-gram-

based similarity, word-based similarity, and semantic 

similarity between categories and the final score for each 

relationship was calculated by averaging these three 

similarity scores. 

   (1) 

   (2) 

 
1. Selected parts of the COBIT supplemental tools and materials and the 

COBIT 5 toolkit documents were used. 

2. Selected parts of the ITU GSR (Global Symposium for Regulators) and 

Global ICT Regulatory Outlook (GIRO) Reports were used. 

   (3) 

Output Preparation: 

In this step, the relationship matrix was prepared. Error! R

eference source not found. shows the relationship matrix 

schema. In this matrix, rows are ICTRT indicators (named 

I1, I2, …, I50) and columns are COBIT processes (named 

P1, P2, …, P37), while each cell shows the relationship 

score between related indicators and related processes.  

Table 1: The relationship matrix schema 

 P1 P2 P3 … P37 

I1 0.08 0.62 0.17 … 0.91 

I2 0.10 0.14 0.09 … 0.14 

I3 0.07 0.21 0.06 … 0.16 

I4 0.30 0.13 0.08 … 0.30 

I5 0.10 0.14 0.14 … 0.30 

I6 0.32 0.03 0.19 … 0.87 

I7 0.08 0.71 0.10 … 0.13 

I8 0.23 0.49 0.13 … 0.13 

… … … … … … 

I50 0.11 0.17 0.14 … 0.28 

 

In this step, also, the list of processes with the most similarity 

score was prepared. Table 2 shows these processes.  

Table 2: Top 10 discovered relationship scores 

Rank ICTRT Indicator ID COBIT Process 
Name Relationship Score 

1 11 APO09 0.909 

2 16 APO09 0.872 

3 26 APO11 0.844 

4 47 APO09 0.689 

5 50 DSS02 0.68 

6 48 APO09 0.679 

7 49 APO09 0.679 

8 37 DSS05 0.677 

9 38 DSS05 0.653 

10 20 APO01 0.634 

3-2- Step 2: The Focus Group Process 

The focus group method involves several key stages in the 

literature. First, researchers define clear objectives and 

questions to guide the discussions. Next, participants are 
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selected based on specific criteria relevant to the research 

topic, ensuring a diverse range of insights. A structured 

discussion guide is then created to facilitate the session, 

which is conducted by a trained moderator in a comfortable 

environment, typically lasting 60 to 120 minutes. After 

recording and transcribing the sessions for analysis, 

thematic analysis is performed to identify patterns and 

insights [33], [34], [35]. 

In this study, the focus group method employed with the 

following objectives: 

- To assess the accuracy and validity of the relationship 

matrix. 

- To develop a continuous improvement plan for the 

CRA using COBIT processes. 

After defining the research objectives, six participants 

were selected from experts within the CRA. In the 

selection process, emphasis was placed on expertise 

relevant to ICT regulation, encompassing areas such as IT, 

mobile communications, fixed communications, postal 

services, finance, administration, legal affairs, and 

management. This diverse selection aimed to ensure a 

comprehensive understanding of the various aspects of 

ICT regulation during the focus group discussions.  

Finally, we conducted a two-hour focus group meeting to 

discuss our objectives and systematically review each 

topic with the participation of experts in the field. During 

these discussions, we randomly assessed and confirmed 

the validity and reliability of the identified relationships 

between ICTRT indicators and COBIT processes.  

Additionally, we examined several reports derived from 

the relationship matrix, including those highlighting the 

highest-scoring relationships and the domains and 

processes that significantly impact ICTRT indicators.  

We also reviewed the CRA's latest status in the ITU 

annual assessments and prepared a prioritized COBIT 

processes list for the CRA enhancement and based on this 

list, a plan for continuous improvement of regulation 

quality in four steps with a cyclic strategy was developed 

that is shown in Fig. 2. 

 

Fig. 2 The CRA continuous improvement plan 

Step 1- Identify: In this step, in addition to the prioritized 

processes list, new organizational and environmental 

status and the feedback from the last cycle are identified. 

Step 2- Plan: In this step, first the prioritized processes 

list is updated using the identified data and the focus group 

method; then, the top one/multiple process in the processes 

list is/are selected to be executed. 

Step 3- Execute: In this step, the selected process/processes 

is/are implemented. 

 

Step 4- Review: In this step, the performance and 

improvements in ICTRT indicators and regulation quality 

are evaluated and the feedback is applied to the next cycle.  

The presented continuous improvement plan enables the 

CRA to make key decisions to improve ICT regulation 

quality, achieve higher scores in ICTRT, and facilitate 

digital transformation and sustainable development in 

different sections of the economy in a step-by-step program. 

4- Discussion 

In the previous section, the methodology of the study was 

outlined in two parts: the ACA process and the focus 

group process. This section will discuss the results of the 

conducted study in four parts: 

- Analyzing the highest relationship scores. 

- Analyzing the most effective COBIT processes. 

- Analyzing the most effective process domains of the 

COBIT. 

- Analyzing the CRA continuous improvement plan.  

4-1- Analyzing the Highest Relationship Scores 

Table 2 shows the top 10 relationships with the highest 

scores within the relationship matrix. There are noteworthy 

comments about this list that are explained below: 

- Five relationships out of 10, related to the APO09 process, 

that could help ICT regulators to improve indicators 11, 

16, 47, 48, and 49. The implementation of the APO09 

process named "Manage Service Agreements" could play 

a crucial role in enabling regulatory bodies to maintain 

oversight and ensure that service providers meet the 

required standards in the rapidly evolving technologies. 

It also could help ICT regulators to establish service 

standards, manage service level agreements, 

performance monitoring, risk identification and 

management, and continuous improvement. 

- Two relationships out of 10, related to the DSS05 

process, that could help ICT regulators to improve 

indicators 37 and 38. This process named "Manage 

Service Requests and Incidents" enables ICT regulators 

to manage incidents efficiently, handle service requests 

from operators, end users, and other stakeholders, and 

manage documentation and reporting tasks. It also 
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supports ICT regulatory bodies in maintaining effective 

governance and ensuring that IT services meet both 

operational needs and regulatory requirements. 

- Three remaining processes in the list are APO11, 

DSS02, and APO01 which have strong effects on 

ICTRT indicators 26, 50, and 20 respectively. 

4-2- Analyzing the Most Effective COBIT Processes 

In the relationship matrix, the average of 50 scores 

associated with each COBIT process effectively represents 

the overall impact of that process on enhancing ICTRT 

indicators. This indicates that the implementation of that 

process will play a more significant role in improving the 

overall ICTRT indicators compared to other processes. 

Table 3 shows the top 5 processes with the highest 

correlation with all indicators.  

Table 3: Top 5 processes with the highest correlation with all indicators 

Rank Process Name Process Title 

1 DSS02 Manage Service Requests and Incidents 

2 APO09 Manage Service Agreements 

3 DSS01 Manage Operations 

4 DSS05 Manage Security Services 

5 EDM01 Ensure Governance Framework Setting 
and Maintenance 

4-3- Analyzing the Most Effective Process 

Domains of the COBIT  

In this section, we will present a comprehensive and 

holistic overview of the effect of COBIT processes on 

improving ICTRT indicators, which is summarized in 

Table 4. As we see, in the first row of the table there are 

five processes in the EDM domain within the governance 

key area. Out of these five processes, two (40%) have a 

significant impact on four ICTRT indicators, which 

represents 8% of the total 50 indicators, and the other rows 

of the table can be interpreted in the same way, too. 

Table 4: COBIT key areas and process domains 

Key area Domain 
name 

Num. of 
processes 

Num. of 
effective 

processes (%) 

Num. of 
affected 

indicators (%) 

Governance EDM 5 2 (%40) 4 (%8) 

Management 

APO 13 9 (%69) 24 (%48) 

BAI 10 5 (%50) 8 (%16) 

DSS 6 4 (%67) 11 (%22) 

MEA 3 2 (%67) 3 (%6) 

Total: 37 22 (%59) 50 

 

This table provides an overview of the relationship between 

the COBIT framework and the ICTRT, offering insights 

that can be valuable for regulators in the ICT sector when 

designing a continuous improvement plan. For example, as 

indicated in the table, a total of 22 unique processes out of 

the 37 COBIT processes contribute to the improvement of 

the 50 ICTRT indicators. This suggests that regulators 

should prioritize implementing processes from this set of 

22 to achieve maximum improvement in ICTRT indicators. 

Additionally, the table highlights that the processes within 

the APO, DSS, and BAI domains play the most significant 

roles in improving ICTRT indicators, which should be a 

focal point for ICT regulators. 

4-4- Analyzing the Continuous Improvement Plan 

of the CRA  

This section analyzes the continuous improvement plan 

prepared for the CRA.  

Analyzing the process list for the CRA improvement: 

According to the latest ICTRT report, the CRA achieved a 

score of 86 out of 100 and was classified among G4 group 

countries. Table 5 presents the details of CRA's most 

recent scores. As indicated in this table, the CRA received 

scores of 20 (100%) in the Regulatory Authority 

dimension, 19 (86%) in the Regulatory Mandate dimension, 

28 (93%) in the Regulatory Regime dimension, and 19 

(68%) in the Competition Framework dimension. 

Conversely, the CRA lost scores of 0 (0%), 3 (14%), 2 (7%), 

and 9 (32%) in the same dimensions respectively. This 

indicates that the CRA should focus more on improving 

indicators within the Competition Framework domain. 

Table 5: The CRA’s latest status in the ICTRT 

ICTRT 
Dimension 

Number of 
indicators (%) 

The CRA 
achieved scores 

(%) 

The CRA lost 
scores (%) 

Regulatory 
Authority 10 (%20) 20/20(%100) 0/20 (%0) 

Regulatory 
Mandate 11 (%22) 19/22(%86) 3/22 (%14) 

Regulatory 
Regime 15 (%30) 28/30(%93) 2/30 (%7) 

Competition 
Framework 14 (%28) 19/28(%68) 9/28 (%32) 

Total: 50 86/100 (%86) 14/100(%14) 

 

According to the ITU report, the CRA needs to enhance 

12 indicators. Table 6 presents a list of these 12 

indicators along with the top three COBIT processes that 

could contribute to their improvement. For instance, in 

the first row, the processes BAI07, DSS04, and APO04, 

with correlation scores of 0.204, 0.187, and 0.185 

respectively, can be utilized to improve the indicator 

"New Mandate: Entity in Charge of Broadcasting (Radio 

and TV Transmission)." 
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Table 6: Process list to improve 12 indicators for the CRA 

Indicator needed to be improved Top 3 effective 
processes score 

New mandate: entity in charge of 
broadcasting (radio and TV 

transmission) 

BAI07 0.204 

DSS04 0.187 

APO04 0.185 

New mandate: entity in charge of 
broadcasting content 

BAI04 0.298 

DSS04 0.218 

APO11 0.179 

New mandate: entity in charge of 
Internet content 

BAI04 0.298 

DSS04 0.207 

MEA02 0.188 

Number portability available to 
consumers and required from fixed-line 

operators 

DSS06 0.493 

DSS01 0.393 

DSS04 0.360 

Level of competition in IMT (3G, 4G, 
etc.) services 

DSS05 0.653 

EDM01 0.231 

APO01 0.210 

Level of competition in International 
Gateways 

EDM01 0.271 

APO01 0.210 

MEA02 0.164 

Status of the main fixed line operator 

APO01 0.294 

EDM01 0.274 

DSS06 0.253 

Foreign participation/ownership in 
facilities-based operators 

APO01 0.217 

EDM01 0.205 

DSS01 0.197 

Foreign participation/ownership in 
spectrum-based operators 

APO01 0.217 

EDM01 0.208 

DSS01 0.197 

Foreign participation/ownership in local 
service operators/long-distance service 

operators 

APO09 0.689 

DSS02 0.677 

DSS01 0.398 

Foreign participation/ownership in 
international service operators 

APO09 0.679 

DSS02 0.668 

DSS01 0.398 

Foreign participation/ownership in 
Internet Service Providers (ISPs) 

APO09 0.679 

DSS02 0.677 

DSS01 0.325 

In Table 6, 36 processes are listed to improve 12 indicators. 

Some processes appear multiple times, indicating that they 

play more significant role in enhancing various indicators. 

Since the CRA requires a concise and prioritized list of 

processes, an aggregation of data in Table 6 resulted in a 

shortlist of 13 processes, which is displayed in Table 7. 

This table includes the number of indicators that each 

process can improve, along with the average correlation 

scores for all indicators. 

Table 7: Process list for the CRA improvement 

Process name number of indicators 
can be improved 

Average of correlation 
scores 

DSS01 6 0.318 

EDM01 5 0.238 

APO01 5 0.230 

DSS04 4 0.243 

APO09 3 0.682 

DSS02 3 0.674 

MEA02 2 0.176 

DSS06 2 0.373 

BAI04 2 0.298 

APO04 1 0.185 

BAI07 1 0.204 

APO11 1 0.179 

DSS05 1 0.653 

 

In Table 7, the process that can improve the largest 

number of indicators is DSS01 which is capable of 

improving six indicators; and the process with the 

maximum score of correlation is APO09 which is noted 

for its potential to improve three indicators. 

Analyzing the prioritization list and the continuous 

improvement plan: Since the implementation of each 

COBIT process involves specific complexities and 

requires significant time and resources, it is essential to 

prioritize the compiled list. This prioritization should focus 

on identifying the processes that play the most critical role 

in improving ICTRT indicators and enhancing regulation 

quality, taking into account various dimensions. The focus 

group employed for process list prioritization, presented 

the final priority list, shown in Table 8. 

Table 8: Process prioritized list 

Priority Process name Process key area 

1 DSS01: Manage Operations Management 

2 EDM01: Ensure Governance 
Framework Setting and Maintenance Governance 

3 APO01: Manage the IT Management 
Framework Management 



    

Baraty, Nabiollahi & Khani, Enhancing the Quality of ICT Regulation in Iran: A Study on the Application of the COBIT IT … 

 

 

298 

Priority Process name Process key area 

4 DSS04: Manage Continuity Management 

5 APO09: Manage Service Agreements Management 

6 DSS02: Manage Service Requests and 
Incidents Management 

7 DSS06: Manage Business Process 
Controls Management 

8 BAI04: Manage Availability and 
Capacity Management 

9 MEA02: Monitor, Evaluate, and Assess 
the System of Internal Control Management 

10 DSS05: Manage Security Services Management 

11 BAI07: Manage Change Acceptance 
and Transitioning Management 

12 APO04: Manage Innovation Management 

13 APO11: Manage Quality Management 

Processes listed in this table can be incorporated into the 

CRA continuous improvement plan, as outlined in the cycles 

depicted in Fig. 2, to continuously enhance regulatory 

quality and facilitate digital transformation. It is considerable 

that IT governance is a continuous process, and the mere 

implementation of its processes is not sufficient to gain the 

maximum value, and needs to be monitored and evaluated 

continuously, so, the CRA should provide continuous 

monitoring and evaluation mechanisms. Furthermore, full 

adoption of the COBIT takes years and is a too large and 

complex process and step-by-step implementation of 

processes needs to be considered [37] and [38]. 

5- Conclusion 

This study was designed to address two questions: 

1) How can the relationship between ICTRT indicators 

and COBIT processes be measured? 

To answer this question, a two-step approach was 

employed. Initially, the ACA methodology was applied 

to investigate the relationships between ICTRT 

indicators and COBIT processes. The results of ACA 

process validated using focus group methodology. 

2) How can a continuous improvement plan for the 

CRA be designed based on selected COBIT processes? 

In response to this question, a focus group was 

convened to develop a continuous improvement plan 

for the CRA, utilizing the identified COBIT processes. 

The findings from this study provide a foundational 

roadmap for enhancing the quality of ICT regulation, 

supporting both development and digital transformation. 

The adaptable nature of our case study allows other ICT 

regulatory bodies to tailor our research outcomes to 

formulate their own improvement strategies, considering 

their unique local and national contexts. 

The ICTRT functions as a comprehensive framework that 

assists countries in enhancing their ICT regulatory quality 

in the face of the challenges posed by an ever-evolving 

digital landscape. This research highlights the multifaceted 

role of the ICTRT, emphasizing its significance beyond 

mere ranking purposes. The findings derived from this 

study provide valuable insights that can guide regulatory 

bodies in their efforts to achieve improved compliance and 

better alignment with the ICTRT as well as other 

frameworks established by the ITU. By leveraging these 

insights, countries can strategically navigate the 

complexities of ICT regulation and foster an environment 

conducive to digital transformation and growth. 

Future Works:  

In this study, we used the ACA and focus group 

methodologies. Future studies are encouraged to apply 

alternative methodologies for discovering relationships 

between ICTRT and other frameworks. 
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Abstract 
 The need for blood and the blood donors are on the rise continuously. Poor communication between blood banks and 

hospitals results in improper management and wastage of available blood inventory and can cause life threats. Therefore, 

there is an urgent need for coordination between blood banks, hospitals, and blood donors. The Design of a Secure 

Intelligent Blood Bank Information System (SIBBIS) is a way to align blood banks and hospitals with the help of the 

Internet. SIBBIS is a web application through which registered hospitals can check the availability of required blood, send a 

request for blood to the nearest blood bank or donor that matches the blood requirements, and order blood online as 

requested. A blood bank can also send a request to another blood bank in case of unavailable blood. The person willing to 

donate blood can find the nearest blood banks using SIBBIS. The location of the blood bank can be traced using maps.  The 

life of the hardware, software, refrigerator cleaning of refrigerator and vaccination of employees are monitored 

intelligently. For this system, we developed a standard process-oriented information System analysis methodology using 

use case, activity, system sequence, entity relationship, and class diagrams. The usability of the developed system was 

evaluated, and it was 93.39%. 

 

 

 

Keywords: Blood Bank; Information System; Security of Information System; Blood Donation.  

 

1- Introduction 

The need for blood is increasing due to the increase in the 

population. Humans can suffer from serious and 

significant health issues and even die from blood 

deficiency. Blood cannot be produced in the laboratory 

by medical science, but it can be transferred from one 

person to another with the guidance of medical science 

[1]. An ailing patient can go through several serious 

emergencies that cause bleeding and, hence, blood loss, 

which could be accidents, anemia attacks, surgical 

operations, and pregnancy, to name a few.  

The traditional NACO blood bank management system 

requirement of paperwork is inefficient and error-prone, 

which cannot be tolerated in the time of emergency. 

Existing systems were designed to meet the incredibly 

huge and urgent demand for blood. Modern blood storage 

systems have been constructed to bridge the gap between 

blood recipients in need of blood and blood donors. It 

was observed that most patients who are in urgent need of 

blood do not get blood on time due to the lack of 

communication between the blood recipients and blood 

donors. Improper management between the blood banks, 

blood donors, and hospitals lead to waste of the  available 

blood inventory. There is a critical need for an efficient, 

real-time management system for communication and 

synchronization among the different constituents of the 

blood system stage players. This serious issue prompted 

us to devise a plan to build a secured intelligent blood 

bank information system to ensure that blood is always 

available in emergencies and that the appropriate donor is 

available [2]. Through the proposed system, the blood 

seeker should be able to view all information they need. 

Such information could be related to the donor, blood 

bank, and hospital. When the new user accesses the 

system. When a new user logs in to the system as a seeker 

or donor, they must provide valid information to prove 

their identity, such as their civil ID, driver’s license, to 

authenticate the blood type [3].   
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The most serious concern in our proposed system is 

security. Sensitive information, such as patient 

information, must be kept secure and private when stored 

in a database. Users that use the proposed  

system are identified and their identities should be 

properly verified. Communication within the proposed 

system should be treated with confidentiality and not 

intentionally corrupted.  

1-1- Objectives 

In cases of epidemics, disasters, and wars, the need for 

large quantities of blood is critical. Large quantities of 

blood cannot be stored, so the presence of a system for 

preserving the data of all donors is required. Such a 

system should facilitate communication with these 

donors in the event of a need for blood donation [4]. 

Hence, this growth motivates build a system able to 

acquire the following objectives and innovations:  

 track the quantities of blood and track the requests. 

 analyze the standards from the World Health 

Organization regarding blood donation. 

 monitor the devices specified for storing blood. 

 match the suitable blood types automatically. 

 allow the administrator to monitor the health/life of 

all connected equipment. 

 monitor the health of all staff and the health status of 

all registered employees. 

 work according to the guidelines of the World 

Health Organization for all blood transfusions. 

 allow the staff to know all related information about 

the packages of blood. 

 manage the components of blood and display all 

related information. 

 track donors and contact them easily (after getting 

their acceptance). 

 check all documents that certify that the donated 

blood is clear of viruses. 

 

The Research Questions (RQs) of our research work are 

set to be the following: 

RQ1: What are the current functional requirements of 

building a blood bank information system? 

RQ2: What are the current non-functional requirements 

of building a blood bank information system? 

RQ3: How to ensure the availability of a blood bank 

information system’s equipment? 

RQ4: How to manage the hygiene level of a blood bank 

information system employee? 

RQ5: How to manage the blood donor’s availability in a 

blood bank information system? 

This article is organized as follows: Section 1 includes an 

introduction, motivation, and an outline of the article. 

Section 2 gives an overview of the current related work 

that investigates the efforts of other researchers to 

develop SIBBIS application. Section 3 provides an 

analysis of the proposed system and determines the 

system requirements. We provide a table of other related 

system features compared to existing and innovative 

features, in addition to the intelligence of the system and 

functional requirements. We follow the WHO (World 

Health Organization) guidelines to build our system in 

this part. Moreover, we provide illustrative design 

models of the proposed IS application and applied 

different models such as analysis diagrams and design 

diagrams. 

Table 1: Summary of the key contributions of the related researchers’ 
work. 

Reference Blood Bank Development Contributions 

[2], [24] Donors, patients, and hospitals can register 

into the system, and donors can access 

information about the various blood banks on 

the system and blood donation campaigns held 

by blood banks. 

[9], [25] This system brings voluntary blood donors and 

patients need blood into the same platform—

together with Raspberry Pi to send messages 

to the corresponding blood donor via GSM 

modem 

[13], [26] Hospitals can check the availability of blood 

and send requests for blood to the nearest 

blood bank or donor matching the blood 

requirement 

[22], [27] Users can instantly view nearby hospitals and 

blood banks and hospitals online by tracing 

their location using GPS. An alert system for 

severe guiding ambulance to the patient's 

destination 

[23], [28] The system lists of records donors and blood 

group information, Ahere contact details will 

appear in alphabetical order, finds a matching 

blood type, and reaches the nearby by 

city/area. 

2- Related Work 

In this part, we investigate the efforts of other researchers 

to develop similar nature systems. Recent references were 

chosen, and a brief comparison was made. Two tables 
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were provided: one presents a summary of the key 

contributions of the related researchers’s work  (Table 1). 

The other Table prenents the key features of the three 

systems that we had chosen to present some similar 

systems to determine their functions and their roles in 

blood bank information systems. 

In [2], [5], the authors aimed to provide a list of donors in 

the neighboring city/region when an urgent blood 

transfusion is needed. The user's contact information 

appears alphabetically on the screen and promptly 

connects them with a specific or related blood group via 

the Blood Bank Website. Another project component is 

an Android-based location-based app that will assist users 

in accessing blood donors’ phone numbers for immediate 

assistance. 

Online Blood Bank System (OBBS) was proposed in [6]. 

[9]. It provides a central repository for all available blood 

deposits and the accompanying information. Blood type, 

location, and storage date are all included in the report. 

This web-based system allows users to see if their 

specific category is available in the blood bank. 

Additional features include patients’ names and contact 

information, booking, and even a requirement for a 

specific blood group listed on the website to locate 

willing donors in case of a blood emergency. 

The work in [7], [13] granted the administrator access to 

all donor-related information in the system. The blood 

donor/recipient can promptly locate blood banks or 

hospitals matching a specific blood type or group, where 

they can request specific amounts of blood.  

Creating a cloud-based blood bank system is the primary 

goal for the work of [4] to ensure that those in need have 

access to blood as quickly as possible, especially during 

times of emergency. As a part of this initiative, a mobile 

Android app has been utilized, containing all donor and 

adjacent hospital information, besides GPS capacity to 

locate blood banks and hospitals nearby. Health checkup 

drives, blood donation camps, and other similar facilities 

will be advertised to all registered users. 

In [8], the authors aimed to create cloud storage 

connecting all blood banks. This cloud should deliver live 

information about blood supply availability. If there is 

insufficient blood available, the system will list blood 

donors' names and contact information belonging to 

different blood groups. 

An automated blood bank system, using Raspberry Pi, 

was built by [9]. This system was used in the proposed 

project to send a message to the appropriate blood donor 

through a GSM modem when the user enters the requisite 

blood group details, bridging the donor–recipient 

communication gap via a low-cost and low-power 

Raspberry Pi kit as a communication bridge.  

In [10], [22[, a blood bank mobile application was created 

that sources a list of blood banks near the user, linking 

blood banks with potential donors, displaying maps, and 

tracking locations while also estimating the time to reach 

the recipient. 

In [11], [23], the Ublood System was built, an online 

blood donation system. It offers a quick and easy way to 

connect with donors and find nearby organ donors in 

emergencies like car accidents. A web application and an 

Android mobile application are both being considered. 

Table 2 shows the cross-list features with the proposed 

SIBBIS. 

Table 2: Existing and innovation features 

Existing features from 

other researchers' 

work 

 Added innovative features in 

SIBBIS 

 Create user profile 

Login 

 Define-blood 

banks/hospitals 

 Submit blood 

request 

 Find nearby 

donors 

 Send notifications 

 Search for donors 

 Map navigation 

 Blood type 

matching 

 Monitor blood 

storage and 

validity 

 Validate-donors 

availability 

 Real-time notification for 

blood donation 

 Search for nearby donors 

 Smart matching process 

 Control blood donation 

attempts 

 Life of hardware 

checking 

 Employees’ health 

monitoring in the blood 

bank 

 

The related work provided an overview of recent 

developments in this field. It was discovered that 

improper management between blood banks, blood 

donors, and hospitals resulted in the waste of available 

blood inventory. There is a critical need for an efficient, 

real-time management system for communication and 

synchronization among the different constituents of the 

blood system stage players. This serious issue motivated 

us to plan to create a secured intelligent blood bank 

information system to ensure that blood is always 

available in emergencies and that the appropriate donor 

is available [2].  

3- Secure Intelligent Blood Bank 

Information System (SIBBIS) 

SIBBIS is a web-based information system. Its main 

functions include users (blood donors and blood 

recipients) who can create their profile, search and find  

the requested blood type/amount, and request/donate 

blood. The system’s transparency is evident in its 

tracking tool, enabling users to follow and monitor the 

process and condition of their requests. Additionally, the 
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system automatically directs the request to the right user. 

All records are maintained in a centralized database to 

ensure fast information retrieval and accuracy. Figure 1 

displays a summary of the proposed system features, 

whether they exist in similar systems or innovation 

features. 

 
Fig. 1 SIBBIS component contract diagram 

3-1- Functional Requirements of SIBBIS 

Below is the list of functions that are needed to be 

support by the proposed SIBBIS system. The proposed 

SIBBIS system supported innovative features are listed 

in Table 2 (see above). 

1. Users’ registration or login 

2. Finding nearby hospitals and blood banks 

3. Viewing donor’s contact information 

4. Viewing hospitals and blood banks' contact 

information 

5. Setting blood type for donation 

6. Navigating to donor’s location using maps 

3-2- Comparison with similar Blood Information 

Management Systems 

The purpose of presenting some similar systems is to 

know their functions and their roles in blood bank 

information systems. This should facilitate the designing 

of the SIBBIS in this research, projected to be utilized in 

the blood banks in Kuwait and other countries.  

 

System-1 [12]: One of the software systems that are used 

in blood banks is called the Blood Donation 

Management System, comprising web and mobile 

applications to help patients and donors communicate. 

People who want to donate blood must create an account 

by entering basic information. Google Map is connected 

with this application to locate a donor's exact location. 

An appointment is set only after a donor agrees to 

donate. After that, the system will notify the donor 12 

hours before the donation is scheduled to take place.) 

System-2 [13]: This is another similar system called 

Blood Bank Management System. It is a web application 

enabling registered hospitals to check the availability of 

requested blood and send blood requests to the nearest 

blood bank or donor matching the blood criteria. The 

blood bank could also be found via maps, and the mobile 

application is only available to donors. 

System-3 [2]: CBBR Blood Bank System is another 

system that stores and manages donated blood that has 

been collected through a donation or a blood-collecting 

program. Donors and other recipients, such as patients 

and hospitals, can register in the Centralized Blood Bank 

Repository (CBBR). System administrators will have 

access to critical information like the type of blood 

available and locating the nearest blood center. A 

summary of the key features of all the three systems is 

shown in Table 3. Table 3: Key features of all the three 

systems [12,13, 2]. The table clearly shows that essential 

features are still missing in the literature and that more 

innovative work is needed in the current literature. This, 

in addition to what we have been through the difficult 

crisis of COVID-19 urges the need for innovative and 

intelligent blood management tools in the field. As a 

result of our research’s aspects and studies discussed 

beforehand, we came out with a list of features that we 

will incorporate into our application.  

A comparison was made between some of the highest-

rated blood bank information systems, presenting their 

features, functions, and differences. Previous systems 

have deficiencies despite their several features: There is 

no connection between a blood donor and blood 

recipients, between hospitals, and hospitals with blood 

donors. There is no user (blood donor, blood recipient) 

role in the system, so the staff adds their information to 

the system manually. Our proposed system will bridge a 

connection between them to improve the donation 

process. 
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Table 3: Key features of all the three systems [12,13, 2] 

 

4- Secure Blood Bank Information System 

(SIBBIS) 

The proposed SIBBIS aims to acquire, transmit, store, 

and manage various user-related information and the 

activities of the health departments that use it. There are 

various security mechanisms in health information 

systems to protect data access, collection, transmission, 

and storage [17]. The security measures in our system 

help in achieving the following objectives:   

 Identify the system's users and their access rights.  

 Maintain an operating environment for authorized 

users and the processing system by protecting the 

system from different attacks.  

 Protect the information in the systems' database and 

during transmission in internal and external 

networks.  

4-1- Access Controls  

Access controls represent a vital security aspect as they 

limit access to the system's resources to specified users 

[16]. A health system that enables electronic and remote 

access sharing of medical data must employ users’ 

identity proofing and authentication procedures before 

allowing any individual to perform activities, securing the 

system's safeguards against unauthorized users and 

operations. Our system has multiple user groups, and 

each of them will use the system to perform predefined 

roles. Therefore, it is essential to correctly identify users 

before assigning them a role in  

the system. In the following, we elaborate on our system's 

security mechanisms:  

4-1-1- User Identification  

Identifying the users that our system is targeting is the 

first step in the development of access controls [15]. In 

the case of the proposed SIBBIS, our targets are the 

following:  

 System Administrator: A person who manages the 

operation of a computer system  

 Blood Donor: A person who is willing to donate 

blood  

 Blood Recipient: A person who is seeking blood 

 Staff: A person who works in blood banks or 

hospitals 

 After identifying the system's users, we start the 

process of developing the access controls to prohibit 

users from accessing unnecessary resources.  

4-1-2- User Registration  

To access the system, users must complete the 

registration process by providing their identification 

information. To correctly identify new users' registration 

requests, the system requests them to provide the 

following credentials:  

 Soft copy of a government-issued ID  

 Demographic information including first and last 

names, birth date, nationality, gender, marital status, 

phone number, current address, and email address  

 Indication of the group they belong to (blood donor, 

blood recipient, system administrator, staff)  

 For blood recipient: provide information about blood 

type and medical history  

 For staff: Provide information about specialty, 

certifications, years of experience, department, and 

location.  

4-1-3- Identity Proofing  

After receiving a complete registration request, the 

system checks the new account requests against existing 

ones to avoid duplications. After that, the  

 

system administrators complete processing requests by:  

 Verifying valid IDs  

 Verifying that submitted demographics are valid and 

accurate  

System’s Features 
System 1 

[12] 

System 2 

[13] 

System 3 

[2]  

User registration 

and login 
✖ ✖ ✓ 

Donors add blood 

type for donation 
✖ ✓ ✖ 

Blood seekers 

search for nearby 

donors 
✓ ✖ ✖ 

Finding nearby 

blood banks and 

hospitals 
✖ ✖ ✖ 

Navigating 

directions through 

Google map 
✖ ✓ ✓ 

Smart matching 

between blood types 
✓ ✖ ✖ 
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 Verifying that healthcare providers' documents are 

certified and valid  

 Verifying eligible requests and notifying the system  
  

4-1-4- User Authentication  

After proofing eligible users' identities, the system 

generates users' IDs. The system requests said users to 

provide authentication information, which is a critical 

process as it verifies that a user is correctly identified and 

that a user can access the system and is eligible to 

perform specific functions [16]. Having a secure and 

efficient authentication secures the system. A user will 

not be able to access the system without using a valid 

authentication factor assigned by the system or chosen by 

them. Identity authentication is done by using one or 

more of these factors:  

 Something you know, such as password, PIN, and 

secret answers  

 Something you have, such as ID cards, mobile 

device, or a cryptographic key  

 Something you are, such as a piece of biometric data. 

Choosing a strong authentication factor is necessary for 

preventing unauthorized access attempts to information 

systems [15]. Most security breaches occur due to weak 

or stolen authentication information, leading to the leak 

of sensitive information and, in turn, leading to huge 

financial costs [16]. In our system, we have incorporated 

a Two-Factor Authentication process (2FA) to overcome 

the risks associated with using a single factor. Through a 

2FA system, users must provide two authentication 

factors to access the system, thus, significantly reducing 

phishing attacks by adding an extra protection layer to the 

system. For our system, we have chosen an efficient and 

friendly 2FA  

method. The first authentication factor is the most 

common factor, which is the password. For the second 

authentication factor, the authentication manager in our 

system will generate a One-Time Password (OTP) to 

authenticate users further. The user can receive the OTP 

via SMS or email. The generated password will be valid 

for one time only:  

 Create a password.  

 Choose the method of the second authentication step 

(SMS, email).  

 Fill up the required information.  

 Confirm the request.  

When a user attempts to access the system, the system 

starts by checking the inserted ID in the user's database. 

If the ID exists, the system retrieves the corresponding 

password in a decrypted form. Next, the user is requested 

to insert their password. The provided password will be 

compared against the retrieved password. If the entered 

password is correct, the system generates the OTP code 

and sends it to the desired user method for the second 

authentication step. The user receives the code and inserts 

it to access the system.  

4-1-5- Access Control List  

Authenticating eligible users alone is not enough to 

protect information systems. Internal users can cause 

threats to the system by exploiting the system's resources 

for illegal acts [15]. Therefore, it is crucial to define the 

system's access controls. The users of the system and 

subjects perform different actions on the system's objects. 

These objects of a system include files, hardware devices, 

network connections, and processes. Depending on the 

user role and the object, we define the access mode. 

Access modes include, but are not limited to, read, write, 

delete, create, and modify. Creating an access control list 

is the most convenient method of preventing subjects 

from performing unauthorized activities [16]. With this 

list, unwanted access will be immediately denied. Groups 

must be assigned roles that apply the following 

standards:  

 Roles are designed and implemented based on the 

principle of least privileged.  

 Permissions are to be defined based on role authority 

and responsibilities within a job function.  

 A user account is assigned to a role that allows it to 

perform only what is required for that role. 

 A user can only access an object based on an 

assigned role.  

 The object is only to be concerned with the user's 

role and not the user.  

The access rights lists define the access rights to the 

system's resources allowed or denied for authorized users 

[15]. When a user attempts to access any resource, the 

system checks this list to determine the  

user's type. The accesses provided for users are as 

follows: 

 Create: The user can create new entities and upload 

folders into the system. 

 Delete: The user can delete entities and folders in the 

system.  

 Read: The user can view the entities and folders in 

the system.  
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 Write: The user can edit and modify the contents of 

entities and folders in the system. 

When an authenticated user provides the correct 

authentication mean (ID, password, and OTP), the system 

grants the user access to the system resources. However, 

there is no full access to the system's resources for all 

users. The system checks the permission level of each 

user by checking the access rights list and then grants the 

appropriate access to each user.  

4-2- Data Security Mechanism  

The sensitive data incorporated in our system is projected 

to be diverse. The attractive nature of the health 

information system makes it more exposed to threats like 

eavesdropping, forgery, and manipulation [14]. These 

threats could lead to huge damages and, in some cases, 

life threats. If attackers gain access to health systems, 

they might modify the stored data or change the system's 

configuration. This would lead to threatening the lives of 

patients and low-quality services causing financial losses. 

Hence, it is important to consider the system's 

information security when stored in the database and 

when it is in the transmission phases.  

4-2-1 Database Security  

Storing tremendous amounts of data in a central database 

server bears many threats and risks that must be 

considered [19]. The system's database must  

be sufficiently protected. In addition to access controls, 

we incorporate other mechanisms to increase the 

system's security significantly. Via encryption, we 

prevent interceptors or intruders from accessing the 

plaintext form of data in the system's databases. 

Additionally, authorized users will be prevented from 

accessing unauthorized resources through the application 

of cryptography architectures to the stored data is a 

primary method to keep the database secure. In 

cryptography, data would be altered to a format that 

unauthorized users cannot view. Using it is very effective 

in protecting files and sensitive data in the database. The 

database of our system will be encrypted using different 

sets of rules that would be defined in the system's 

configuration phase [18]. 

4-2-2- Backup and Recovery  

Planning for database backup and recovery are adequate 

safeguards against data loss and software errors. It is an 

important security measure to protect the system's data 

against crashes and network and disk failures. With it, 

the process of reconstructing the system's database would 

be faster and easier. Therefore, making copies and 

archives of the system's data and processes is crucial for 

a successful backup [17].  

The transaction logging technique would be incorporated 

into our database server to back up the system. With it, 

we keep track of the updates to the system's database. 

Modifications on the stored data are recorded with the 

details of who, when, and how the update was 

performed. By this, we create an audit trail of all updates 

to the database that can trace any error or suspicious 

activity. This technique is important in safeguarding the 

system's security by keeping evidence of the source of 

changes. Hence detecting unauthorized actions that 

authorized users could conduct. Moreover,  

this logging can assist in detecting the source of error if 

there is a failure in the system or a part of it. 

4-2-3 Data Transmission Security  

In our proposed blood bank information system, data 

would travel, whether via wired or wireless means, 

between the different components of our system and to 

other health systems, if necessary.  

Along with the transmission medium, unauthorized users 

can intercept this data. Data in transmission levels targets 

attract many threats such as spying, altering information, 

interrupting communication, sending extra signals to 

block the base station, and networking traffic. As in 

database security, the most effective solution is to 

encrypt information during transmission to preserve 

confidentiality [20, 21]. The transmission of some of the 

system's data is over insecure public networks, such as 

the Internet. Therefore, encryption would be necessary to 

ensure confidentiality. This involves the use of 

algorithms and secret keys. Many protocols, such as 

Internet Protocol Security (IPsec), Transport Layer 

Security (TLS), and Secure Socket Layer (SSL), have 

been proposed to achieve protected communication data 

over insecure channels. In the system implementation 

phase, we will select the most appropriate protocol to 

achieve the system's security needs.  
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Create profile

Add blood
types

View nearby
donors

Receive
notifications
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Fig..2 SIBBIS use case diagram 

5- The Intelligence of the SIBBIS 

 The following are the intelligent features supported 

by SIBBIS: 

 Real-time notification for blood donation 

 Searching for nearby donors 

 Smart matching process 

 Controlling blood donation attempts 

 Life of hardware checking 

 Employees’ health monitoring in the blood bank 

(Blood banks and hospitals are required to ensure all 

employees have the needed certification (such as a 

COVID-19 vaccination certificate), and that safety 

and hygiene are always considered.  

 Our proposed system asked staff members to upload 

the COVID-19 vaccine certification or a PCR test 

that ensures they are not infected as an alternative. 

In addition, medical history was required. 

6- Analysis and Design Models of SIBBIS  

In this section, we provide illustrative analysis and 

design models of the proposed system. Analysis 

diagrams include use case, sequence diagrams, activity 

diagram, entity relationship diagrams (ERD), and class 

diagrams. However, in this article, we will explain only 

the use case diagram, general activity diagram, and 

sequence diagrams. 

 

6-1-Use Case Diagram 

The use case diagram of the SIBBIS is shown in Figure 

2. We have focused on the main actors of our system, 

which are users and system administrators. On the other 

hand, we have one database responsible for storing all 

the data. The use case diagram identifies how users 

interact with the system. 

6-2- Activity Diagram of SIBBIS 

As shown in Figure 3, the user starts by logging in to the 

system, then verifies the existence of the user in the 

system. Based on the success of the verification, the user 

will then be able to navigate proposed features such as 

creating a request for blood type, searching for donors, 

and navigating to the location through the map and 

finally through system usage. 

6-3-Sequence Diagrams of SIBBIS 

Figure 4 illustrates the sequence diagram of, which 

explains how objects and predefined actors are 

functioning starting from login as a base function to 

system usage until interacting with the backend to 

implement the required function. 

6-4-ER Diagram of SIBBIS 

In Figure 5, an entity–relationship diagram demonstrates 

the correlations between system objects or components. 

The ER model is composed of entity types and specifies 

relationships that can exist between these system-related 

entities. Some of these relations are described as one-to-

one, many-to-many, and many-to-one. The system 

comprises seven entities: donors, donors’ history, 

donation requests, recipients, recipients’ history, blood 

centers or banks, and, finally, the map location details. 
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Start
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Receive notification

Available

Not available

View matched donor details

End

Found?

Found?

Available?

 

Fig. 3 General activity diagram 

6-5-Class Diagram of SIBBIS 

The class diagram is a type of static diagram that 

describes the structure of the system by visually 

representing the main classes defined in the system, 

objects, related attributes, and the relationships between 

these objects. As shown in Figure 6, the  

 

application includes mainly five objects: donors, which 

includes information about the donors, this object is 

correlated to the object of location which includes the 

information about the location of each donor, which is 

also correlated with the object blood bank that includes 

the information of blood banks and  

their locations, and, finally, the recipient object, which 

includes the basic information of users projected to 

receive blood donations. As evident, the recipient object 

has no direct relationships with any other objects since 

they can search for donors and request blood donations, 

which can be implemented in the application without the 

need to build a backend relationship. 

 

User / Donor
Login Validate data Database

Pass user info

Check users database

Retrieve user info

Validate user info

 

Fig. 4 Sequence diagram 

Fig. 5 Entity Relationship diagram 

7- Implementation 

This section is dedicated to explaining the proposed 

system user interface and SIBBIS usability evaluation. 

7-1 Build System Screenshots  

The screenshots of the developed SIBBIS are shown in 

Figures 8–17.  

8- SIBBIS Usability Evaluation 

To evaluate the usability of the developed system, we 

conducted a survey using the Computer System Usability 

Questionnaire (CSUQ), consisting of 19 questions 
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randomly distributed among 50 users. The user used the 

developed system and recorded their evaluation on the 

question paper. The user evaluates the system usability 

by answering the following items: 

1. Overall, I am satisfied with how easy it is to use this 

system.  

2. It was simple to use this system. 

3. I can effectively complete my work using this 

system. 

4. I am able to complete my work quickly using this 

system. 

5. I am able to efficiently complete my work using this 

system. 

6. I feel comfortable using this system. 

7. It was easy to learn to use this system. 

8. I believe I became productive quickly using this 

system. 

9. The system gives error messages that clearly tell me 

how to fix problems. 

10. Whenever I make a mistake using the system, I 

recover easily and quickly.  

11. The information (such as online help, on-screen 

messages, and other documentation) provided with 

this system is clear.  

12. It is easy to find the information I needed. 

13. The information provided for the system is easy to 

understand. 

14. The information is effective in helping me complete 

the tasks and scenarios. 

15. The organization of information on the system 

screens is clear. 

16. The interface of this system is pleasant. 

17. I like using the interface of this system. 

18. This system has all the functions and capabilities I 

expect it to have. 

19. Overall, I am satisfied with this system. 

 

 

 

 

 

 

 

 

 

 

Fig. 6 Class Diagram 

Fig. 7 CSUQ Results 
 

Figure 7 shows the scores for general categories, together 

with the averages for all of the questions. While the 

study concluded that SIBBIS software recipients in the 

whole country by 93.39% (93.3%) 

 

Fig. 8 Main page 

 

Fig. 9 Admin login page 
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Fig. 10 Admin main page. 

 

Fig.11 Patient login page. 

 

Fig. 12 Patient main page. 

 

 

Fig. 13 Donor login page. 

 

Fig.14. Donor main page 

 

Fig.15 Staff login page 

 

Fig. 16. Donor donating blood 
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Fig. 17 Patient requesting blood 

9- Conclusion 

In conclusion, technology plays a vital part in improving 

the wellness and quality of life of people. This article 

presents the design and analysis of a standard process-

oriented information System analysis methodology using 

use case, activity, system sequence, entity relationship, 

and class diagrams. SIBBIS is developed under the 

guidelines of the WHO. The proposed system is 

intelligent in terms of the real-time notification for blood 

donation, search for nearby donors, smart matching 

process, control of blood donation attempts, life of 

hardware checking, and employees’ health monitoring in 

the blood bank. The system is an attempt to complement 

and add up what is missing in the current literature in 

terms of innovation and intelligence. The system was 

tested, and its usability was 93%. In addition, the system 

will be beneficial for blood banks, hospitals, clinics, and 

blood donors and blood seekers (patients). In the future, 

we have a plan to add more functions for the  

users and also make the system more intelligent and 

secure.  
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