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Editorial Note 

 
          It is a great privilege for us as the members of the Journal of Information Systems and 

Telecommunication Editorial Board and Iranian academic community in the field of Telecommunication 

and Computer Engineering, to present you the second issue of JIST. 

     Overwhelming responses, congratulations, and best wishes that were received by the JIST Editorial 

Department after the publication of the first issue, not only strengthens our will to continue the efforts to 

make the JIST a refereed and highly respected international journal, but also reinforces our determination to 

work harder toward providing a professional forum for dialogues among Iranian scholars and global experts 

community.      To achieve such momentous goals, the JIST Editorial Board has prepared a long-term plan 

with specific guidelines and milestones. To be successful, it requires demanding tasks and great dedication 

of the JIST peoples. An elementary stage of this plan, which has been followed from the early days of this 

journal, is to start a broad communication with the expert peoples who are active in the Telecommunication 

and Computer Engineering fields worldwide. We are pleased to mention that taking a look at the names, 

affiliations, and nationalities of the authors and reviewers of the JIST, first couple of issues confirm a good 

start from this point of view. Of course, so much more are needed to be done in this regard. 

     Becoming a pleasant sound to be heard as a pronounced refereed journal in a broader society, any journal 

needs to be covered by major scientific and technical indexing databases in the world. The work on this 

guideline of the JIST long-term plan was started even before the publication of its first issue. Just one month 

after its publication, JIST had a delightful success in this way. The dialogue with several institutions 

continues in this regard and we hope to expand our co-operations in foreseeing future. 

     The Second guideline of the JIST long-term plan emphasizes on its accessibility. To be accessible for 

most researchers and scientific institutions worldwide, a journal requires to be ordered in a simple way. 

Although people can order the JIST journal by direct subscription method, or just order the reprint of any 

particular article which they are interested in; unfortunately, the premature situation of the e-business in Iran 

has not permitted us to accept orders by e-payment method up to this stage yet, we hope to offer this 

subscription service in near future. Of course, the other way would be to present the subscriptions using the 

services of a major international publishing incorporation. This method is now being seriously considered as 

an alternative solution by the JIST Managing Director. 

     The good news for the academia is that JIST has decided to provide complementary copies of its articles 

for non-profit research in public organizations worldwide. This service is available on the Internet 

.Interested people may present their requests to the JIST Operational Center by sending an e-mail to 

info@jist.ir. This would be a helpful service, especially for the researchers in the developing countries. 

Another major guideline in our long-term plan points out the dedication of a special section in each issue of 

JIST to a particular field of its broad scope, at least to the extent that is possible for a semiannually 

published journal. This has also been followed by us, starting with the current issue. 

     Also, the announcement of the call for papers for a Special issue planned for the third  of 2013 is another 

step toward dedicating of special sections to particular fields of interests in the future, which we anticipate 

to be warmly welcomed and responded by our distinguished readers. 
 

Pleasant Reading, 

Masuod Shafiee (Professor) 

Editor-in-Chief and Chairman of  ICT Society   
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Abstract 
In this paper, we present Support Vector Machine (SVM)-based blind per tone equalization for OFDM 

systems. Blind per tone equalization using Constant Modulus Algorithm (CMA) and Multi-Modulus 

Algorithm (MMA) are used as the comparison benchmark. The SVM-based cost function utilizes a CMA-

like error function and the solution is obtained by means of an Iterative Re-Weighted Least Squares 

Algorithm (IRWLS). Moreover, like CMA, the error function allows to extend the method to multilevel 

modulations. In this case, a dual mode algorithm is proposed. Dual mode equalization techniques are 

commonly used in communication systems working with multilevel signals. Practical blind algorithms for 

multilevel modulation are able to open the eye of the constellation, but they usually exhibit a high residual 

error. In a dual mode scheme, once the eye is opened by the blind algorithm, the system switches to 

another algorithm, which is able to obtain a lower residual error under a suitable initial ISI level. 

Simulation experiments show that the performance of blind per tone equalization using support vector 

machine has better than blind per tone equalization using CMA and MMA, from viewpoint of average Bit-

Error Rate (BER). 

 

Keywords: Constant Modulus Algorithm (CMA); Multi-Modulus Algorithm (MMA); Support Vector 

Machine (SVM); Orthogonal Frequency Division Multiplexing (OFDM). 
 

 

1. Introduction 

Orthogonal Frequency Division Multiplexing 

(OFDM) is a robust multi-carrier modulation 

technology that has been selected for a number 

of radio standards including Wireless LAN 

(IEEE 802.11a.g [1], HiperLAN/2[2]), DVB-T[3] 

and Wireless MAN (IEEE 802.16a [4]). 

The first two standards are related to wireless 

home networking, while DVB-T and wireless 

MAN are concerned with digital video 

distribution and broadband wireless access, 

respectively. Among these, IEEE 802.11a, ERP-

OFDM of IEEE 802.11g and HiperLAN/2 are 

standards for Wireless Local Area Net-works 

(WLAN) and they have similar physical layers 

based on the technology of OFDM. OFDM is a 

multicarrier modulation scheme that partitions a 

broadband channel into a number of parallel and 

independent narrowband sub channels. For the 

sub channels to be independent, the convolution 

of the signal and the channel must be a circular 

convolution. It is actually a linear convolution, 

so it is made to appear circular by adding a cyclic 

prefix (CP) to the start of each data block, which 

is obtained by prepending the last samples of 

each block to the beginning of the block. The 

conventional OFDM system employs a Guard 

Interval (GI) and a 1-tap Frequency-domain 

Equalizer (FEQ) to prevent delay spread 

distortions. 

Provided that the GI is larger than the 

Channel Impulse Response (CIR), InterSymbol 

Interference (ISI) can be eliminated. Thus, the 

effect of delay spread is constrained to the 

frequency selective fading of the individual 

subband. This fading can easily be cancelled by 

the 1-tap FEQ. This scheme used by the 

conventional OFDM system is simple to 

implement, but provides low spectral efficiency 

due to the use of the GI. Moreover its 

performance is poor, due to the lack of multipath 

diversity and the energy loss contained within 

the GI. Also in the case where the CIR is larger 

than the GI, the system performance is limited by 

ISI and InterCarrier Interference (ICI). We adopt 

SVM approach for adaptive blind per tone 

equalization of OFDM channel. SVM is state-of-
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the-art tool for linear and nonlinear input-output 

knowledge discovery [5]. SVM methodology has 

been successfully utilized in many signal 

processing applications, especially, in channel 

equalization. 

Recently, this framework has been used to 

formulate the blind equalization of constant 

modulus signals [6-8]. The remainder of this 

paper is organized as following. In section II, the 

system model is described. In section III, the 

blind per tone equalization problem is formulated. 

Section IV describes the channel model used and 

the simulation results. Some conclusions are 

provided in section V. 

2. SYSTEM MODEL 

In an OFDM system, the incoming serial bit- 

stream is divided into parallel streams, which are 

used to QAM-modulate the different tones. After 

modulation with an inverse fast Fourier 

transform (IFFT), a cyclic prefix is added to each 

symbol. If the prefix is longer than the channel 

impulse response, demodulation can be 

implemented by means of an FFT, followed by a 

(complex) 1-tap frequency- domain equalizer 

(FEQ) per tone to compensate for the channel 

amplitude and phase effects. If the CP is not as 

long as the channel delay spread, then inter-

channel interference (ICI) and inter-symbol 

interference (ISI) will be presented, and a 

channel-shorting (time-domain) equalizer, or 

TEQ, is needed. The TEQ is chosen such that the 

convolution of the channel and TEQ has almost 

all of its energy in a time window no longer than 

the CP length. TEQ design (for a static 

environment) has been well explored, notably in 

[9]-[12]. Mathematically, the received signal 

vector y is obtained from the transmitted data X 

via 
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Where N is the symbol size expressed in 

samples, k the time index of a symbol,       is a 

complex sub-symbol for tone  ,   =        to be 

transmitted at symbol period          the 

demodulated output for tone   (after the FFT) 

and       the final output (after frequency - 

domain equalization). Further, ν denotes the 

length of the cycle prefix,         the length 

of a symbol including prefix. {              } 
the channel impulse response in reverse order 

and n is additive noise or interference. The     

represents a component wise multiplication. The 

effective channel H includes the physical channel 

h, the addition of the cyclic prefix (inserted by p), 

and the    matrices are      IFFT matrices and 

modulate the input symbols and X contains the 

symbol of interest as well as the preceding and 

succeeding symbols. To describe the data model, 

we consider three successive symbols     
   

 to be 

transmitted at              respectively. 

The   th symbol is the symbol of interest; the 

previous and the next symbol are used to include 

interferences with neighboring symbols in our 

model.      and      are zero matrices of size 

    -                 and 

    -                 respectively. 

Perfect synchronization at the receiver is 

assumed in this paper. Van Acker et al. [13] have 

proposed an alternate equalization structure, called 

per tone equalization, which accomplishes the 

same task as the TEQ/FEQ, but with improved 

performance and comparable complexity. The full 

details of the per tone structure can be found in 

[13] briefly, demodulation is accomplished by an 

FFT of size N which is done by premultiplying   

by    Per tone equalization of bin   is 

accomplished by forming a linear combination of 

the  FFT output and     difference terms of the 

pre-FFT signal,    
 

     
 
[
                 

                    
]

⏟            
  

                                             

 

where  ̅ 
 ,      an     FFT-matrix and 

        the       row of    The linear combiner 

(not a tapped delay line)  ̅   is the time-reversal 

of       defined for convenience; and     is the 

equalized data for tone   . The notation on (1) 

and (2) was introduced in [13], but is repeated 

here for reference. Determination of the per tone 

equalizer coefficients has been explored in [13] 

and [14]. In [13], the optimal coefficients are 

calculated in a least-squares manner, based on 

knowledge of the transmission channel, and the 

signal and noise statistics. In [14], the 

coefficients are determined in a less 
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computationally-intensive fashion through the 

use of recursive least-squares (RLS), which 

requires training through out the adaptation. 

Imad Barhumi and Marc Moonen have been 

considered turbo equalization of doubly selective 

channels in [15]. 

These approaches are well-suited to a system 

that has plentiful training and computational 

power. In this paper, we propose a new method 

(support vector machine) for determination of the 

per tone equalizer coefficients and compare its 

performance with constant modulus algorithm 

(CMA) from view point of average BER. 

In next section, we describe and formulate 

the multilevel SVM-based blind per tone 

equalization and CMA-based and MMA-based 

blind per tone equalization. 

3. PROBLEM FORMULATION 

3.1 Multilevel SVM-Based Blind Per 

Tone Equalization 

In this section, we describe and formulate the 

multilevel SVM-based blind per tone 

equalization and CMA-based and MMA-based 

blind per tone equalization. 

 

- Blind algorithm 

The proposed algorithm [6,7,8] minimizes the 

following SVM-based cost function for tone   : 
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is a 𝜺-insensitive quadratic loss function 

modified to guarantee a continuous derivative. 

Continuity of the derivative is necessary for the 

numerical stability of the algorithm. We select a 

suitable penalization term called       in order 

to apply aforementioned cost function for blind 

equalization. Here, we propose to use       
|     | with the error term       being 
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      is the Godard constant, for tone   and 

superindex * denotes the complex conjugate. The 

Godard algorithms [16] adapt the equalizer to 

minimize the following cost function  
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the ratio       contains the a priori knowledge 

about the current modulation 
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CMA is the Godard algorithm for    . The 

proposed method introduces a penalty term 

inspired by the CMA cost function. For 

optimality reasons, IRWLS is used. This 

procedure has been successfully applied to solve 

SVM's [17] and it has recently proven to 

converge to the SVM solution [18]. A first order 

Taylor series expansion of        is used to 

obtain the cost function that produces the 

IRWLS algorithm 
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where         |       | and         
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            | -      error term after the 

     iteration. Then, a quadratic approximation 

is constructed as following. 
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CTE represents constant terms that do not 

depend on 

 ̅ , and the weights       are 
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    ̅    is a quadratic functional for     ̅   in (3) 

that presents the same value   
  ( ̅    )      ̅      

and gradient for    ̅ 
  
  ( ̅    )    ̅ 

    ̅      for 

 ̅   ̅      Therefore, we can define  ̅     
 ̅      ̅     as a descending direction for     ̅  , 
where  ̅     is the least square solution to (10), and 

we can use it to construct a line search method 

[19],          ̅      =  ̅                 . The 

value to       can be computed using a 

backtracking line search [18], in which       is 

initially set to 1 and if     ̅        

  ( ̅    )  it is iteratively reduced until a strict 

decrease in the functional in (3) is observed. To 

obtain the solution to   
    ̅     its gradient is set 

to zero  
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where     ̅ 
        and 

    ̅ 
         

        Equation (13) is a 

nonlinear function of  ̅ . In order to circumvent 

this nonlinearity, the per tone equalizer output 

      is considered fixed, which leads to  

   
  
           ∑      (       )       

 

   

     

 

where     ̅ 
         

     and 

          
        (14) can be expressed in 

matrix form as 

 

[   
      | |       ]          

         (15) 

 

where   
  [                      ]      

is a diagonal matrix with diagonal 

elements       and  | |    is another diagonal 

matrix with diagonal elements |     |
  and 

  
  [                   ]  for k= ,2,…,M, I 

is the identity matrix, and H denotes the 

Hermitian operator. 

Implementation Details: With respect to 

parameters   and 𝜺, although further research is 

necessary to determine their optimal values, but 

the algorithm is not very sensitive to its choice. 

Typically, values of      and 𝜺 =0.01 produce 

suitable results under a wide range of channels 

and signal to noise ratios. 

Consideration:         denotes the error 

for tone   after  -   iteration for          . 

In         =| ̅ 
         |

 -     for tone  , 
             amounts of                   

are constant for each of iterations,             
and for one realization of channel and amounts 

of      change with changing the tap 

coefficients of the channel (another realization of 

channel). For example: for tone  , after 

computing  ̅ 
     in  -   iteration, we have 

        | ̅ 
          |               

| ̅ 
          |-     , ....,         | ̅ 

          |-    . 

amounts of      for          are constant 

for other iterations until complete convergence 

and change with changing the tap coefficients of 

the channel and this method repeats for one 

thousand realization of channel. 

Finally, the IRWLS procedure is summarized 

in the following steps: 

1. Initialization: initialize  ̅      obtain       by 

(5),       by (6), calculate                
and compute       from (11). Set       

2. Compute  ̅     by solving (15) and set 

         
3. Set  ̅      = ̅          [  ̅      ̅    ]  If 

     ̅            ̅      go to step 5.  

4. Set      =𝝆       with        and go to step 3. 

5. Recompute             and          set 

      and go to step 2 until convergence. 

 

Radius directed algorithm: The radius 

directed algorithm is formulated by replacing 

     in the blind algorithm by the radius        , 

which is defined as 

               
(||     |

      |)     

here,        , are the different values of 

|  |
  in the underlying signal constellation. For 

instance, for a 16-QAM with levels     
 

 
  in 

both the phase and quadrature components, 

              With this simple modification, 

the error term to be penalized is 
 

      |     |
               (16) 

and the matrix system to obtain the solution 

 ̅     becomes 
 

[   
      | |       ]      

               (17) 
 

        , is a diagonal matrix with diagonal 

elements          The corresponding IRWLS 

algorithm is the same one summarized in blind 

algorithm with the following differences: 
 

- Step 1: Since this algorithm is used as the 

second step of a dual mode algorithm  ̅     is 

the value of  ̅  provided by the blind algorithm. 

- Steps 1 and 5:       is evaluated by (17), 

instead of (6). 

- Step 2:  ̅     is obtained by solving (18), 

instead of (15). 

3.2 CMA-based blind adaptive per tone 

equalization 

The constant modulus algorithm is a popular 

alternative in decision-directed algorithms. A 

detailed review of its convergence behaviour in 

single-carrier systems can be found in [20]. 

CMA attempts to minimize the dispersion of the 

equalized symbols by performing a stochastic 

gradient descent of 
 

       [ |     |
     

 ]     (18) 
 

for each bin    where       is the per tone 

equalizer output and      [|  |
 ]  [|  |

 ]⁄ . The 

resulting algorithm; i.e., CMA-based blind adaptive 

per tone equalization, for        and 
           is 

 

        
 
          

                     |     |
       

         (19) 
 

C. MMA-based blind adaptive per tone 

equalization 
 

Oh and chin [21], and Yang et al. [22] 

proposed a modified CMA called the 
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multimodulus algorithm (MMA), whose cost 

function is 
 

                  [(    
         )

 
]   

 [     
          

 ]                                                   
 

for each bin    where         and         are 

the real and imaginary parts of the per tone 

equalizer output, respectively;      and       are 

given by  
 

     
 [    

 ]

 [    
 ]

               
 [    

 ]

 [    
 ]

                          

 

in which          and         denote the real 

and imaginary parts of    respectively. 

Decomposing the cost function of MMA into the 

real and imaginary parts, thus allows both the 

modulus and the phase of the per tone equalizer 

output to be considered; therefore, joint blind per 

tone equalization and carrier-phase recovery may 

be simultaneously accomplished, eliminating the 

need for a rotator to perform separate 

constellation-phase recovery in steady-state 

operation. The resulting algorithm; i.e., MMA-

based blind adaptive per tone equalization, for 

                       is 
 

        
 
          

                      
                        

where                       , in which 

                 
 
       -        and         

         
 
       -         

4. Channel model and simulation 

results 

A multipath fading channel in [23] with 

            taps is used based on the 

following impulse response model 
 

     ∑     

   

   

∑                    

         

     

       

 

where    is a zero mean complex, circularly 

symmetric, Gaussian random process such that 

 [    
 ]              and     are exponential 

decay factors. In simulations,               
for L=21 and                              

and                are chosen. The CIR 

intervals are        and        which are 

longer than the CP interval and the additive 

Gaussian noise,       is a white process. One 

thousand independent realizations of       

based on (23) have been used in simulations for 

a 16-QAM and 64-QAM OFDM systems with 

      subcarriers and a CP interval      

Number of taps for per tone equalization is 

         A burst of 2500 OFDM symbols is 

assumed to be transmitted (      ). Hence 

the CIR is assumed constant for each burst. Each 

data point in the simulation results (Figures1, 2 

and 3) is obtained by averaging over 1000 such 

bursts. Without loss of generality, 16-QAM and 

64-QAM mapping for all sub channels has been 

employed and all sub channels are used. 

Where    is a zero mean complex, circularly 

symmetric, Gaussian random process such that 

 [    
 ]              and     are exponential 

decay factors. In simulations,                 

          and                           

and                are chosen. The CIR 

intervals are        and        which are 

longer than the CP interval and the additive 

Gaussian noise,       is a white process. One 

thousand independent realizations of       based 

on (23) have been used in simulations for a 16-

QAM and 64-QAM OFDM systems with 

      subcarriers and a CP interval      

Number of taps for per tone equalization is 

         A burst of 2500 OFDM symbols is 

assumed to be transmitted (      ). Hence 

the CIR is assumed constant for each burst. Each 

data point in the simulation results (Figures 1, 2 

and 3) is obtained by averaging over 1000 such 

bursts. Without loss of generality, 16-QAM and 

64-QAM mapping for all sub channels has been 

employed and all sub channels are used. The 

simulation results for per tone equalization using 

CMA and MMA and blind SVM have been 

shown in Figures 1 and 2. They show the 

average bit-error rate (BER) as a function of 

SNR for 16-QAM and      and       
respectively. Fig 3. shows the average bit-error 

rate (BER) as a function of SNR for 64-QAM 

and      These figures show that the 

performance of SVM-based blind adaptive per 

tone equalization using radius directed algorithm 

and without using it are better than CMA-based 

and MMA-based blind adaptive per tone 

equalization from the viewpoint of average BER 

for 16-QAM and 64-QAM. 

5. Conclusion 

In this paper, we proposed a new blind 

OFDM channel equalization method based on 

SVM for multilevel signals. In order to 

determine the equalizer coefficients, we used the 

difference of the per tone equalizer output and 

the      parameter of the CMA algorithm. Our 

simulations showed that the average BER for per 

tone equalization using blind-SVM was better 

than per tone equalization using CMA and MMA 

for 16-QAM. 
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Fig.3 The average bit-error rate as a function of SNR, CIR 

interval  is L=21,64-QAM 

 

Fig.1 The average bit-error rate as a function of SNR, CIR 

interval is L=21, 16-QAM 

 

Fig.2 The average bit-error rate as a function of SNR, CIR 

interval is L=24, 16-QAM 
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Abstract 
Feature selection is one of the best optimization problems in human recognition, which reduces the 

number of features, removes noise and redundant data in images, and results in high rate of recognition. 

This step affects on the performance of a human recognition system. This paper presents a multimodal 

biometric verification system based on two features of palm and ear which has emerged as one of the 

most extensively studied research topics that spans multiple disciplines such as pattern recognition, 

signal processing and computer vision. Also, we present a novel Feature selection algorithm based on 

Particle Swarm Optimization (PSO). PSO is a computational paradigm based on the idea of 

collaborative behavior inspired by the social behavior of bird flocking or fish schooling. In this method, 

we used from two Feature selection techniques: the Discrete Cosine Transforms (DCT) and the Discrete 

Wavelet Transform (DWT). The identification process can be divided into the following phases: 

capturing the image; pre-processing; extracting and normalizing the palm and ear images; feature 

extraction; matching and fusion; and finally, a decision based on PSO and GA classifiers. The system 

was tested on a database of 60 people (240 palm and 180 ear images). Experimental results show that 

the PSO-based feature selection algorithm was found to generate excellent recognition results with the 

minimal set of selected features. 

 

Keywords: Biometric, Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Discrete Cosine 

Transform (DCT), Discrete Wavelet Transform (DWT). 
 

 

1. Introduction 

It is known that a good feature extractor for a 

human recognition system is claimed to select as 

much as possible the best discriminate of features 

which are not sensitive to arbitrary environmental 

variations such as variations in pose, scale and 

illumination. Feature selection algorithms mainly 

fall into two categories: geometrical features 

extraction and statistical (algebraic) features 

extraction [2-8]. Single modal biometric system 

depends on only one biometric feature of a person. 

Single modal biometric systems are less accurate 

and not universally accepted [1]. They are more 

susceptible to the factors that generate false 

results like environmental noise, change of 

biometric features with time and condition, illness 

or accidents and spoofing [21]. Multi-modal 

biometric systems [23] are expected to be more 

reliable due to the presence of multiple pieces of 

evidence. These systems are also able to meet the 

stringent performance requirements imposed by 

various applications [24]. Multimodal systems 

address the problem of non-universality: It is 

possible for a subset of users which do not 

possess particular biometrics. In such instances, it 

is useful to acquire multiple biometric traits to 

verify identity. Multimodal systems also provide 

anti-spoofing measures by it making difficult for 

an intruder spoofing multiple biometric traits 

simultaneously. By asking the user to present a 

random subset of biometric traits, the system 

ensures that a _live_ user is indeed present at the 

point of acquisition. However, an integration 

scheme is required to fuse the information 

presented by the individual modalities. Moreover, 

multimodal biometric system takes more than one 

single feature into account [31]. This helps in 

identifying and verifying the person with more 

accuracy even if one of the features gives less 

matching score [32,34,35]. Our multimodal 

biometric identification system is based on 



 

Motamed & Broumandnia & Nourbakhsh, Multimodal Biometric Recognition ….. 

 

80 

features extracted from palm and ear images by 

alternative algebraic methods, which are based 

on transforms called discrete cosine transform 

(DCT) and the discrete wavelet transform 

(DWT). Transformation based feature extraction 

methods such as the DCT and DWT were found 

to generate good rate of accuracies with very low 

computational cost [8]. DCT is one of 

approaches used in image compressing which is 

also used to extract features [9], [10]. Wavelet 

analysis has both a good qualities in time domain 

and frequency domain which is an ideal tool in 

unsteady signals analyzing. The DCT and the 

DWT Feature extraction methods are explained 

in detail in Section 2. 

Feature extraction in pattern recognition 

involves the derivation of feature subset from the 

raw input data to reduce the amount of data used 

for classification, and simultaneously provide 

enhanced discriminatory power. The extraction 

of an appropriate set of features often exploits 

the design criteria such as redundancy 

minimization, and minimizing the reconstruction 

error. For many pattern classification problems, 

usage of a higher number of features does not 

necessarily translate into higher recognition rate 

[11]. In some cases the performance of 

algorithms is devoted to speed and predictive 

accuracy of the data characterization can even 

decrease. Therefore, feature extraction can serve 

as a pre-processing tool of great importance 

before solving the classification problems. The 

purpose of feature extraction is reducing the 

maximum number of irrelevant features while 

maintaining acceptable classification accuracy. 

Feature extraction is considerably important in 

pattern classification, data analysis, multimedia 

information retrieval, biometrics, remote sensing, 

computer vision, medical data processing, 

machine learning, and data mining applications. 

Feature extraction seeks for the optimal set of d 

features out of m [11-13] one possible approach 

is an exhaustive search among all possible 

feature subsets ( 
 
)  and choosing the best one 

according to the optimization criterion at hand. 

However, such an approach is computationally 

very expensive. Several methods have been 

previously used to perform feature extraction on 

training and testing data, branch and bound 

algorithms [14], sequential search algorithms 

[15], mutual information [16], tabu search [17] 

and greedy algorithms [12].  

To avoid the prohibitive complexity feature 

selection algorithms, we usually involve heuristic 

or random search strategies. Among the various 

methods proposed for feature extraction, 

population-based optimization algorithms such 

as Genetic Algorithm (GA)-based method [7], 

[18], [19] and Ant Colony Optimization (ACO)-

based method have been attracted a lot of 

attention [20]. These methods attempt to achieve 

better solutions by using knowledge from 

previous iterations with no prior knowledge of 

features. In this paper, palm and ear recognition 

algorithms using a PSO-based feature selection 

approach is presented. The algorithm utilizes a 

novel approach that employs the binary PSO 

algorithm to effectively explore the solution 

space for the optimal feature subset. The 

selection algorithm is applied to feature vectors 

extracted using the DCT and the DWT. The 

search heuristics in PSO is iteratively adjusted 

and guided by a fitness function definition in 

terms of maximizing class separation. The 

proposed algorithm was found to generate 

excellent recognition results with less selected 

features. Our paper is divided into 6 sections that 

are introduced with following sequences: To use 

feature selection algorithms by palm and ear 

recognition based on the binary PSO algorithm 

in Section 1. The DCT and the DWT Feature 

selection techniques are described in Section 2. 

An overview of Particle Swarm Optimization 

(PSO) is presented in Section 3. In Section 4, we 

explain the proposed PSO- based feature 

selection algorithm. Finally, Sections 5 and 6 

attain the experimental results and conclusion. 

2. Feature Extraction 

In this section, two methods of feature 

extraction for building ear and palm features 

vector are introduced. DCT and DWT were used 

for feature extraction as explained in the 

following Sections. 

2.1 Discrete Cosine Transform (DCT) 

DCT, as a popular transformation technique, 

has been widely used in signal and image 

processing. This is due to its strong “energy 

compaction” property: most of the signal 

information tends to be concentrated in a few 

low-frequency components of the DCT. DCT is 

found to be an effective method that yields high 

recognition rates with low computational 

complexity. DCT exploits inter-pixel 

redundancies to render excellent decorrelation 

for most natural images. After decorrelation, 

each transform coefficient can be encoded 

independently without losing compression 

efficiency. The DCT helps separating image into 

parts (or spectral sub-bands) of differing 

importance (with respect to the image's visual 

quality). DCT transforms the input into a linear 

combination of weighted basis functions. These 
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basis functions are frequency components of the 

input data. DCT is similar to the discrete Fourier 

transform (DFT) in the sense that they transform 

a signal or image from the spatial domain to the 

frequency domain, use sinusoidal base functions 

and exhibit good decorrelation and energy 

compaction characteristics. The major difference 

is that the DCT transform uses simple cosine-

based basis functions whereas DFT is a complex 

transform and therefore, stipulates that both 

image magnitude and phase information be 

encoded. In addition, studies have shown that 

DCT provides better energy compaction than 

DFT for most natural images [33]. The general 

equation for the DCT of an     image f(x,y) 

is defined by the following equation:  
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Where f(x,y) is the intensity of the pixel in 
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For most images, much of the signal energy 

lies at low frequencies (corresponding to large 

DCT coefficient magnitudes); these are relocated 

to the upper-left corner of the DCT array. 

Conversely, the lower-right values of the DCT 

array represent higher frequencies, and turn out 

to be small enough to be truncated or removed 

with little visible distortion, especially as u and v 

approach the sub-image width and height, 

respectively. This means that the DCT is an 

effective tool that can pack the most effective 

features of the input image into the fewest 

coefficients [33]. 

The palm and ear images can be roughly 

reconstructed only by few DCT coefficients. 

This increases selecting DCT coefficient initially 

used in the palm and ear recognition system very 

critical. The effect of the number of DCT 

coefficients used as features for palm and ear 

recognition is examined in Section 5. This part 

includes the effect of the number of coefficients 

on the reconstructed image's quality and the 

recognition rate. The study is extended by 

examining the performance of the dynamically 

generated feature subset generated by the PSO 

feature selection algorithm. 

2.2 Discrete Wavelet Transform (DWT) 

Wavelets have many advantages over other 

mathematical transforms such as the DFT or 

DCT. Functions with discontinuities and 

functions with sharp spikes usually take 

substantially fewer wavelet basis functions than 

sine-cosine functions to achieve a comparable 

approximation. Wavelets have been successfully 

used in image processing since 1985 [8], [22], 

[25], and [26]. Its ability for providing spatial 

and frequency representations of image 

simultaneously, motivate its use for feature 

extraction. The decomposition of input data into 

several layers of division in space and frequency 

allows us to isolate the frequency components 

introduced by intrinsic deformations due to 

expression or extrinsic factors (like illumination) 

into certain sub-bands. Wavelet-based methods 

prune away these variable sub-bands, and focus 

on the space/frequency sub-bands that contain 

the most relevant information to better represent 

the data and aid in the classification between 

different images. 

It represents a signal by localizing it in 

both time and frequency domains. Wavelets 

can be used to improve image registration 

accuracy by considering both spatial and 

spectral information and by providing multi-

resolution representation to avoid losing any 

global or local information. Additional 

advantages of using wavelet-decomposed 

images include bringing data with different 

spatial resolution to a common resolution 

using low frequency sub-bands while 

providing access to edge features using the 

high frequency sub-bands. As shown in Figure 

1, at each level of the wavelet decomposition, 

four new images are created from the original 

    -pixel image. The size of these new 

images is reduced to ¼ of the original size, i.e., 

the new size is        . The new images 

are named according to the filter (low-pass or 

high-pass), which is applied to the original 

image in horizontal and vertical directions. For 

example, the LH image is a result of applying 

the low-pass filter in horizontal direction and 

high-pass filter in vertical direction. Thus, the 

four images produced from each 

decomposition level are LL, LH, HL, and HH. 

The LL image is considered a reduced version 

of the original as it retains most details. The 

LH image contains horizontal edge features, 

while the HL contains vertical edge features. 

The HH only contains high frequency 
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information, is typically noisy, and therefore, 

is not useful for the registration. In wavelet 

decomposition, only the LL image is used to 

produce the next level of decomposition [33]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. A 3-level wavelet decomposition of an N × N- pixel image 

 

3. Particle Swarm Optimization (PSO) 

PSO, which proposed by Dr. Eberhart and 

Dr. Kennedy in 1995, is a computational 

paradigm based on the idea of collaborative 

behavior and swarming in biological populations 

inspired by social behavior of bird flocking or 

fish schooling [27], [28], [29], and [30]. Recently 

PSO has been applied as an effective optimizer 

in many domains such as training artificial neural 

networks, linear constrained function 

optimization, wireless network optimization, data 

clustering, and many other areas where GA can 

be applied [29]. Computation in PSO is based on 

a population (swarm) of processing elements 

called particles in which each particle represent a 

candidate solution. PSO shares many similarities 

with evolutionary computation techniques such 

as GA's. The system is initialized with a 

population of random solutions and searches for 

optima by updating generations. The search 

process utilizes a combination of deterministic 

and probabilistic rules that depend on 

information sharing among their population 

members to enhance their search processes. 

However, unlike GA's, PSO has no evolution 

operators such as crossover and mutation. Each 

particle in the search space evolves its candidate 

solution over time, making use of its individual 

memory and knowledge gained by the swarm as 

a whole. Compared with GA's, the information 

sharing mechanism in PSO is considerably 

different. In GAs, chromosomes share 

information with each other, so the whole 

population moves like one group towards an 

optimal area. In PSO, the global best particle 

found among the swarm is the only information 

shared among particles. It is a one-way 

information sharing mechanism. Computation 

time in PSO is significantly less than in GA's, 

because all the particles in PSO tend to converge 

to the best solution quickly [29]. 

3.1 PSO Algorithm 

When PSO is used to solve an optimization 

problem, a swarm of computational elements, 

called particles, is used to explore the solution 

space for an optimum solution. Each particle 

represents a candidate solution and is identified 

with specific coordinates in the dimensional 

search space. The position of the i-th particle is 

represented as Xi = (xi1, xi2, ..., xiD). The 

velocity of a particle (rate of the position change 

between the current position and the next) is 

denoted as Vi = (vi1, vi2, ..., viD). The fitness 

function is evaluated for each particle in the 

swarm and is compared to the fitness of the best 

previous result for that particle and to the fitness 

of the best particle among all particles in the 

swarm. After finding the two best values, the 

particles evolve by updating their velocities and 

positions according to the following equations:  
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Where i =(1, 2, …, N) and N is the size of the 

swarm; pi_best is the particle best reached 

solution and gbest is the global best solution in 

the swarm. c1 and c2 are cognitive and social 

parameters that are bounded between 0 and 2. 

rand1 and rand2 are two random numbers, with 

uniform distribution U(0,1) [33]. In equation (3), 

the first component represents the inertia of 

pervious velocity. The inertia weight ω, is a 

factor used to control the balance of the search 

algorithm between exploration and exploitation; 

the second component is "cognitive" component 

representing the private experience of the particle 

itself; the third component is "social" 

component, representing the cooperation among 

the particles. The recursive steps will go on until 

reaching to the termination condition (maximum 

number of iterations K). 

3.2 Binary PSO and Feature Selection 

A binary PSO algorithm has been developed 

in [30]. In the binary version, the particle 

position is coded as a binary string that imitates 

the chromosome in a genetic algorithm. The 

particle velocity function is used as a probability 

distribution for the position equation. That is, the 

particle position in a dimension is randomly 

generated using that distribution. The equation 

that updates the particle position becomes the 

following: [33] 

 

 

IF      
 

                
             

          (5) 

 

4. PSO-Based Feature Selection 

The task for the binary PSO algorithm is to 

search for the most representative feature subset 

through the extracted DCT or DWT feature 

space. Each particle in the algorithm represents a 

possible candidate solution (feature subset). 

Evolution is driven by a fitness function defined 

in terms of class separation (scatter index) which 

gives an indication of the expected fitness on 

future trials [33]. 

4.1 Chromosome Representation 

The initial coding for each particle is randomly 

produced where each particle is coded for 

imitating a chromosome in a genetic algorithm; 

each particle was coded to a binary alphabetic 

string P = F1F2… Fn, n = 1, 2, …, m; where m is 

the length of the feature vector extracted by the 

DCT or the DWT. Each gene in the m-length 

chromosome represents the feature selection. “1” 

denotes that the corresponding feature is selected, 

otherwise denotes rejection. The binary PSO 

algorithm is used to search the 2m gene space for 

the optimal feature subset where optimality is 

defined with respect to class separation. For 

example, when a 10- dimensional data set (n=10) 

P = F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 is 

analyzed using binary PSO to select features, we 

can select any subset of features smaller than n, 

i.e. PSO can choose a random 6 features, F1 F2 

F4 F6 F8 F9 by setting bits 1, 2, 4, 6, 8, and 9 in 

the particle chromosome. For each particle, the 

effectiveness of the selected feature subset in 

retaining the maximum accuracy in representing 

the original feature set is evaluated based on its 

fitness value [33]. 

4.2 Fitness Function 

The m-genes in the particle represent the 

parameters to be iteratively evolved by PSO. In 

each generation, each particle (or individual) is 

evaluated, and a value of goodness or fitness is 

returned by a fitness function. This evolution is 

driven by the fitness function F that evaluates the 

quality of evolved particles in terms of their 

ability to maximize the class separation term 

indicated by the scatter index among the different 

classes [3]. We have two classes and number of 

images within each class and we find the means of 

corresponding classes and the grand mean in the 

feature space, Mi can be calculated as:  
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where Wj(j) , j=1,2,…,Ni, represents the 

sample images from class wi and the grand mean 

   is: 
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Where n is the total number of images for all 

the classes. Thus, between class scatter fitness 

function F is computed as follows: 

  √∑   
   (     )

 (     )  (8) 

In the next step of our algorithm, we use the 

Euclidean distance by means of measuring the 

similarity between the test vector and the train 

vectors in each class. Equation of Euclidean 

distance is defined by (9): 

 

  √∑ (     )
  

      (9) 

 

Where pi (or qi) is the coordinate of p (or q) in 

dimension i. query image to every image in the 

database are calculated. The index of the image 
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which has the smallest distance with the image 

under test is considered to be the required index. 

5. Results and Discussion 

The block diagram of the proposed is shown 

in Figure 2. The block diagram shows various 

processing steps of an input image in the training 

and recognition stages. 

 
Figure 2. Block diagram of the proposed multimodal recognition system 

 

We have constructed our database as follows: 

The palm and ear data consisting of 60 users 

[36,37]. Each user has been asked to provide 

three ear images and four palm impressions (of 

the same palm). In the preprocessing step the 

palm images are cropped to a size of         

pixels and also ear images are cropped to a size 

of         pixels. The normalization step 

includes geometric normalization, masking and 

photometric normalization. In this phase, all 

images are scaled in a standard       size. In 

the next step, we remove unessential palm and 

ear areas with masking. Also, we rotate some 

palm and ear images in each class and run our 

model. Different levels of masking are 

experimented for finding the best one to get as 

good performance as possible for the algorithm. 

Finally, the images are normalized for 

illumination. Then, these images are given for 

feature selection level. In the last section, we 

compare the performance of the proposed PSO-

based features selection algorithm with the 

performance of a GA-based features selection 

algorithm. The parameters used for the binary 

PSO and the GA algorithms are given in Table 1.  

 

 
Swarm size N 60  The population 60 

Cognitive parameters c1 2 Crossover probability (pc) 0.8 

Social parameter c2 2 Mutation probability (pm) 0.5 

Inertia weight ᵚ  0.6 Number of iterations 100 

Number of iterations 100   

Table 1. (a) PSO parameter setting (b) GA parameter setting 

 

5.1 Experiment 1 

In this test, our algorithm based on PSO had 

feature vectors with different subset sizes of DCT 

coefficients. Subset sizes      ,      , 

      and       of the original       DCT 

array are used in this experiment as input to the 

subsequent feature extraction phase. Table 2 showed 

the best average recognition rate of 96.5% which 

achieved by using the DCT (     ) feature vector 

and the PSO-based feature selection algorithm. In 

general, PSO and GA selection algorithms have 

comparable performance in terms of recognition 

rates, but in all test cases, the number of selected 
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features is smaller by using the PSO selection 

algorithm. We have found that PSO-based selection 

algorithm takes more time than GA-based selection 

algorithm but the rate of recognition by using PSO is 

higher in comparison with GA. Moreover, we can 

claim that our method is rotate invariant. 

 
DCT PSO GA  DCT PSO GA 

40 x 40 100 70 40 x 40 96.5 92.1 

30 x 30 80 50 30 x 30 96.3 92.0 

20 x 20 50 30 20 x 20 96.1 91.7 

10 x 10 20 10 10 x 10 95.8 91.3 

Table 2. (a) Training Time (sec) (b) Recognition Rate 

 

In continue, DWT coefficient features have 

been extracted from each palm and ear image. 

Table 3 shows the best average recognition rate 

of 97.3% by using PSO algorithm. 

 
DWT PSO GA  DWT PSO GA 

40x40 80 60 40x40 97.3 95.2 

20x20 70 60 20x20 97.1 94.6 

10x10 40 30 10x10 96.8 93.3 

5x5 10 10 5x5 96.3 93.1 

Table 3. (a) Training Time (sec) (b) Recognition Rate 

In table 4, performance of the proposed 

algorithm in terms of its recognition rate is 

compared to various feature recognition 

algorithms found in the literature using the 

POLYU and USTB databases [34,35]. 

Table 4 indicates the superiority of the 

proposed algorithm utilizing the DWT feature 

extraction and PSO feature selection. As far as 

feature selection is concerned with the algorithm, 

it selects the optimal number of elements in the 

feature vector which has a great influence on the 

training and recognition times of the algorithm. 

 

Method 
Recognition 

rate 
Test condition 

DCT+PSO 

feature selection 
96.55% 

Four images (two ear 

and two palm) per 

person were used in 

the training set and 

remaining images 

were used for testing. 

The average 

recognition time for 

recognizing an input 

image is 1.05 sec. 

DWT+PSO 

feature selection 
97.3% 

Eigen ear 80%  

Eigen palm 90%  

Eigen 

palm+Eigen ear 
92%  

Table 4. Comparison of recognition for various feature 

recognition algorithm 

6. Conclusion 

In this paper, we used a famous algorithm 

called PSO in multimodal recognition systems 

based on the POLYU and USTB databases for 

palm and ear images have been used. In the step 

of feature extraction by using the DCT and the 

DWT, two feature vectors were selected. By 

using these techniques subset feature space was 

built. After feature extraction level, PSO and GA 

feature selection methods were used for selecting 

the best features and those features were the 

entrance of classification level. Experimental 

results showed PSO-based feature selection 

algorithm in generating excellent recognition 

rather than GA-based feature selection algorithm. 
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Abstract 
This paper presents a wideband low-noise mixer in CMOS 0.13-um technology that operates between 

2–10.5 GHz. The mixer has a Gilbert cell configuration that employs broadband low-noise trans 

conductors designed using the negative-positive feedback technique used in low-noise amplifier designs. 

This method allows broadband input matching. The current-bleeding technique is also used so that a 

high conversion gain can be achieved. Simulation results show excellent noise and gain performance 

across the frequency span with an average double-sideband noise figure of 2.9 dB and a conversion gain 

of 15.5 dB. It has a third-order intermodulation intercept point of -8.7 dBm at 5 GHz. 

 

Keywords: Current-Bleeding, Feedback, Low-Noise, Noise Cancellation, Wideband. 
 

 

1. Introduction 

Active mixers based on the Gilbert cell 

configuration often exhibit a large amount of 

noise. This leads to strict requirements for the 

noise figure (NF) of the low-noise amplifier 

(LNA) preceding the mixer such that a particular 

signal-to-noise ratio can be achieved. This 

usually requires at least one very low-noise LNA 

that has enough gain and noise performance to 

mitigate the noise added by the mixer. Power 

consumption is also a problem as the LNA NF 

decreases when larger transistors are used. 

However, these requirements can be much 

relaxed or the LNA can be removed if the mixer 

NF is low enough. The Gilbert cell mixer has 

been widely used in integrated circuit (IC) design 

even though it exhibits moderate noise. 

However, its NF can be drastically reduced by 

combining the LNA and mixer into a single 

component. Narrowband low-noise mixers have 

been proposed in other works [1]–[4], where the 

transconductors were replaced by inductive-

degenerated LNAs. 

 
Block diagram of proposed mixer circuit. 
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Simplified block diagram of transconductor. 

 

To convert a Gilbert cell into a wideband 

low-noise mixer, the trans conductors must be 

wideband in terms of NF, gain, and input 

matching. Many broadband and UWB LNAs 

have been proposed [5]–[7]. In [5], an active 

feedback approach was used to achieve 

broadband input matching and gain. The circuits 

in [6] and [7] use filters to achieve broadband 

input matching and low noise performance. 

Another broadband LNA design method is the 

noise-cancelling technique [8], which has been 

used for mixer in [9]. 

A common-gate (CG) LNA has been widely 

investigated because it features superior 

bandwidth, linearity, stability, and robustness to 

PVT variations compared to a common-source 

(CS) topology [10]. In spite of these advantages, 

the dependence of gain and NF on the restricted 

transconductance (gm) makes this topology 

unsuitable for various wireless applications. The 

input impedance of a CG LNA is simplified as 

1/gm, and the noise factor is inversely 

proportional to gm [11]. In order to achieve high 

gain and low NF, gm should be increased, which 

deteriorates the 50Ω input impedance matching 

for a conventional CG LNA. 

In this paper to achieve high gain and low NF 

without sacrificing bandwidth, linearity, and 

power consumption, a differential gm-boosted 

CG transconductors with a positive-negative 

feedback technique is proposed. The proposed 

mixer with output buffers delivers a maximum 

conversion gain of 15.5 dB, a minimum NF of 

2.6 dB, an IIP3 of -8.7 dBm, and 22.44mW 

power consumption. 

 

 

 

2. Circuit Description 

The proposed wideband low-noise mixer 

block diagram is shown in Figure 1. The mixer 

based on the Gilbert cell topology with some 

modifications. The mixer is comprised of four 

building blocks: positive-negative feedback 

transconductors, peaking inductors, current 

bleeding and switching pairs. A detailed design 

analysis of the positive-negative feedback 

transconductors block is provided first, followed 

by a description of each block. 

 

2.1 Positive- Negative Feedback Trans 

conductors 

The proposed topology, shown in Figure 2, 

consists of cross-coupled capacitors in negative 

and PMOS transistors in positive feedback 

branches in a differential CG configuration.RL is 

the mixer load resistor, assuming there is no loss 

through the switch, and the tail capacitance of 

the off switch is negligible compared to the load 

resistor. The differential signals flow to the 

sources of the NMOS transistors, and are also 

cross-coupled to the gates of the opposite NMOS 

transistors through capacitors, which results in a 

shunt-series negative feedback path [12]-[15]. 

The outputs of the NMOS transistors are coupled 

to the sources of the opposite NMOS transistors 

creating a shunt-shunt positive feedback loop. 

The input impedance is obtained as 

IN
1

(1 )(1 )mMn NEG POS

Z
g A A

 
 

  (1) 

using input shunt-negative and shunt-positive 

feedback theory [16]. ANEG, which is 

approximately given by CC/(CC+Cgs), is almost 

unity. Positive feedback is equivalent to gmMpRL, 

can be varied from 0 to 1 for an arbitrary choice 

of gmMp required to achieve an input matching 

condition. The output impedance is given by 

  
   

1 1

1 1 1

OUT

L ds S NEG m ds

L ds S NEG m ds POS

Z

R r R A g r

R r R A g r A



    

    
 (2) 

rds is the output impedance of 

transconductance transistor. While APOS is 

increased, the output impedance, as well as gmMn 

for the input matching, can be increased. In this 

architecture, the voltage gain is given by 

 

  
   

1 2

2

1 1

1 1 1

m NEG
V

L ds S NEG m ds

L ds S NEG m ds POS

g A
A

R r R A g r

R r R A g r A




 

    


    
   (3) 

where 2/π is an approximation of switching 

gain. With the help of gm boosting through the 
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capacitor cross-coupling (CCC) negative 

feedback, effective transconductance (GM) is the 

same as the NMOS transconductance itself. As a 

result, the voltage gain (=GM.ZOUT) can be high 

with relatively low power consumption through 

the large ZOUT and large GM. 

The NF of the circuit can be computed 

considering thermal channel noise of 

transconductance transistors and load noise. For 

high IF thermal noise is dominant, so flicker 

noise of switching stage was neglected [17]. In 

this case [18], 

2

(1 )
1

(1 )

                            (2 )

POS
mMp S

NEG

S
POS

L

A
F g R

A

R
A

R

 

 


  



 

  (4) 

Where γ is the MOS transistor thermal noise 

coefficient, α is defined as the ratio of gmMn to 

the zero-bias drain conductance gd0. The second 

term represents the channel noise contribution of 

gmMn, which can be greatly reduced through ANEG 

as well as APOS. The channel noise of MN flows 

to the gate and source of an opposite MN with the 

same phase through CC and the positive path, 

respectively. Thus, the combination of positive 

feedback and the negative feedback loop 

contributes to channel-noise cancellation. The 

third and fourth terms show the noise induced by 

MP in the positive feedback path, and the load, 

respectively. The noise due to MP can be 

decreased by using small gmMp, and the load 

noise is reduced by APOS. 

2.2 Inductive Peaking 

The mixer bandwidth can be significantly 

affected by the large output capacitance from 

transconductors, as well as from the bleeding 

circuit and switching pairs. Inductive peaking 

can be used for bandwidth extension. Series 

peaking is used in this design and the peaking 

inductors are placed between the switching pairs 

and the transconductors, as shown in Figure 1. 

To understand the operation of these 

inductors, a simplified circuit is shown in Figure 

3 when only one of the switches is on. Preceding 

the mixer core is the transconductors, which can 

be approximated by a voltage-controlled current 

source; Cout is the collective output capacitance 

from the transconductor and the bleeding circuit; 

RL is the mixer load resistor, assuming there is 

no loss through the switch, and the tail 

capacitance of the off switch is negligible 

compared to the load resistor.The basic theory of 

inductive peaking can be explained with Figure 3 

and the step response. Imagine the circuit 

without the inductor, the rise time at the output is 

about 2.2RC, if the rise time is defined to be the 

elapsed time between 10%–90% of the final 

output voltage value. To decrease the charge 

time, i.e., increase the bandwidth, the inductor is 

used. At t=0, there is a sudden step change in the 

current source. 

 
Two-pole series peaking network [9]. 

 

 
PMOS bleeding circuit. 

 

The high impedance of the inductor 

decouples the resistor from the capacitor, which 

means all the current goes into charging the 

capacitor. Therefore, the rise time decreases, and 

hence the bandwidth is enhanced. 

2.3 Switching Pairs and Current 

Bleeding 

In general, increasing the bias current of the 

RF transconductance stage makes higher gain 

and better linearity possible, but a larger LO 

switching current causes voltage headroom issue. 

Therefore, as shown in Figure 4, the static 

current bleeding technique is implemented by 

using two PMOSFETs to reduce the bias current 

of the LO switches [19]. 

The gain of the mixer is maximized by fast 

switching similar to a square wave. The turn-on 

voltage for the switching pairs is proportional to 

their overdrive voltage, and it needs to be low to 

ensure fast switching. By having a lower 

overdrive voltage, the size of the load resistors 

can be increased to achieve an even higher gain. 
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Complete circuit schematic of the proposed mixer. 

3. Simulation Results 

The mixer was designed using TSMC’s 

CMOS 0.13-µm technology. Simulation was run 

using Advanced Design System (ADS) software. 

The mixer is designed to operate between 2–10.5 

GHz with a local oscillator (LO) power of 0 

dBm. Quality factor of peaking inductors and 

input inductors has been set to 4 and 10, 

respectively. 

 
Conversion gain of the proposed mixer. 

 
DSB Noise Figure simulation result. 

 
Output powers of the IF and the IM3 product with  

the input at 5 GHz. 

 
Port-to-Port isolations versus LO frequency. 

 
Input matching of the mixer. 

 

For all simulation results, the IF is always 

kept at a constant 250 MHz, while the RF and 

LO frequencies are being changed together with 

the LO being 250 MHz lower than the RF. Two 

source-follower buffers were used to combine 
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the differential IF signal into a single-ended 

output. 

The conversion gain of the mixer is measured 

across the input frequency ranging from 2 to 10.5 

GHz. The input RF power was kept at -40 dBm. 

Figure 6 shows the conversion gain simulated 

results. This plot also includes the simulated 

result without the peaking inductors. The 

importance of the peaking inductors can be 

clearly seen in this plot, where there is a much 

sharper gain roll off compared to the simulated 

result with peaking. 

When characterizing the noise performance 

of a mixer, either the double- or single-sideband 

NF can be used [15]. Figure 7 shows the 

simulated double-sideband NF of the mixer 

versus input frequency. The circuit has a low and 

relatively flat NF across bandwidth. The 

minimum value of NF is 2.6 dB at 6.5 GHz and 

the maximum is 3.9 dB at 10.5 GHz. 

The third-order intermodulation intercept 

point (IIP3) of the mixers was simulated. To 

simulate the IIP3, a two-tone signal separated by 

1 MHz was used. Shown in Figure 8 is the 

simulated IF and third-order. 

 

 
Table I Comparison of Wideband Down-Converters with This Work 

Parameters This Work [20] [9] [21] [22] [23]z 

CMOS Technology 0.13 um 0.13 um 0.13 um 65 nm 90 nm 0.18 um 

RF Bandwidth (GHz) 2 - 10.5 3.1 - 10.6 1 - 5.5 2 - 8 0.1 – 3.85 0.2 - 13 

Conversion Gain (dB) 15.5 9.8 - 14 17.5 23 (Voltage) 12.1 9.9 

NF DSB (dB) 2.9 14.5 - 19.6 3.9 4.5 8.4-11.5 (SSB) 11.7 

IIP3 (dBm) -8.7 -11 +0.84 -7 N/A -10 

LO Power (dBm) 0 3 0 N/A 1 5 

Voltage Supply (V) 1.2 1.2 1.5 1.2 1.2 0.8 

Power Consumption (mW) 22.44 1.85 34.5 39 9.8 0.88 

 

 

 
Conversion gain versus LO power. 

 
Simulation results of IF bandwidth. 

 

intermodulation (IM3) output powers with 

the input RF frequency at 5 GHz. The 

extrapolated IIP3 was -8.7 dBm. 

The LO-to-RF port-to-port isolation and LO-

to-IF port-to-port isolation were simulated. Since 

the LO is 250 MHz lower than the RF, the 

isolation was simulated from 1.75 GHz to 11.75 

GHz. Figure 9 shows the simulated mixer ports 

isolation. 

Figure 10 shows the input return loss. The 

simulation results of conversion gain versus LO 

input  

 
Result of Monte Carlo analysis of the mixer bandwidth. 
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Result of Monte Carlo analysis of the mixer bandwidth 

 

power is shown in Figure 11 which shown 

that 0 dBm LO power is optimum value for this 

circuit. The simulation of IF bandwidth is shown 

in Figure 12 that shows 3-dB bandwidth of 

conversion gain at the IF port is about 700 MHz. 

The mixer core draws a total current of 3.54 mA 

and buffers draws 15.6 mA from a 1.2-V supply, 

respectively. 

The impact of the process and mismatch 

variations on the mixer frequency response and 

noise figure has been evaluated by utilizing the 

well-known Monte-Carlo statistical analysis. 

Device variations are fluctuations in MOS 

parameters and include, Effective gate length 

(Leff ), Threshold voltage (Vt), Thickness of the 

gate oxide (Tox), and the drain/source region 

parasitic resistance (Rdsw) [24]. The Monte-Carlo 

simulation of the mixer bandwidth and noise 

figure is depicted in Figure 13 and Figure 14, 

respectively. In the noise figure Monte-Carlo 

analysis has been performed in 6 GHz RF 

frequency. 

Table 1 shows a comparison between this 

work and recently published broadband down-

converters in CMOS. The mixer outperforms 

others in terms of noise performance while still 

having a comparable gain. Their circuit 

structures are also different. This work and [9] 

have a current reuse structure, whereas [21] is a 

LNA Mixer TIA in cascade and [22] is a folded 

mixer with a folded low-noise transconductors. 

[23] uses bulk-injection and switched biasing 

techniques together. 

4. Conclusion 

A double-balanced Gilbert-type mixer based 

on the positive-negative feedback technique was 

designed using a 0.13-um CMOS process 

covering the frequency band between 2 and 10.5 

GHz. The noise-cancelling technique allows 

broadband input matching and noise cancellation 

at the same time. Together with the current-

bleeding technique, a high conversion gain was 

also achieved. Moreover, parasitic capacitances 

cancellation was done by adding an extra 

inductor between switching and 

transconductance stages to obtain better NF and 

gain performance. The circuit exhibits 2.9 dB 

average noise figure while the mixer core draws 

only 3.54 mA form a 1.2-V supply. 
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Abstract 
Information Technology is recognized as a competitive enabler in today’s dynamic business 

environment. Therefore, alliance of business and Information Technology process is critical, which is 

mostly emphasized in Information Technology governance frameworks. On the other hand, Enterprise 

Architectures are deployed to steer organizations for achieving their objectives while being responsive 

to changes. Thus, it is proposed to align the business and Information Technology through investigating 

the suitability of Enterprise Architecture scenarios. In view of this fact, investigating a flexible decision 

making method for business and information technology alignment analysis is necessary, but it is not 

sufficient since the subjective analysis is always perturbed by some degree of uncertainty. Therefore, we 

have developed a new robust Data Envelopment Analysis technique designed for Enterprise 

Architecture scenario analysis. Several numerical experiments and a sensitivity analysis are designed to 

show the performance, significance, and flexibility of the proposed method in a real case. 

 

Keywords: Group Data Envelopment Analysis, Enterprise Architecture, IT Governance, COBIT, 

Robust Optimization. 
 

 

1. Introduction 

Due to the ever increasing struggle to persist in 

changing environment of today’s market, 

Information Technology (IT) is recognized as one 

of the best enablers and strategic partner of 

business capturing the most capital investments in 

many enterprises [1]. IT governance frameworks 

define the mechanism of IT-related responsibilities 

and decision-making structure and are mostly 

recognized as a series of processes by which 

business and IT are aligned. However, effective 

implementation of an IT governance framework is 

a rather difficult and costly task, since it requires 

the acquirement of current status of organizations 

and an understanding of the desired to-be structure 

of the organization to find the gaps therein and set 

for improvements. Increasingly, mangers figure 

out the great contribution of such governance 

architectures for depicting the right overview of 

the organization mission, business objective, 

information systems, and their relationship. For 

this, managers in charges with their consultants 

may propose different IT architecture or scenarios 

to set the roadmap for the requested business 

strategies which ensures long-term success and 

cost-efficiency according to the available budget 

and resource. Enterprise Architecture (EA) is one 

of the most effective approaches offering these 

benefits in an integrated and efficient information 

system by presenting distinctive architectures for 

the four key areas of business, data, application, 

and infrastructure [2-4]. Therefore, planning the 

EA scenarios or IT master plans can show the 

systematic approach for transforming the 

enterprise IT infrastructure for achieving the 

business strategies and goals. Evaluating the EA 

scenarios is vital as an EA scenario is really 

expensive and time-consuming for implementation 

[5, 6]. IT and business alignment is the most 

important aspect of EA scenario analysis, which 

was out of consideration for many years. To this 
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aim, we have used the COBIT framework for EA 

scenarios analysis. Data Envelopment Analysis 

(DEA) is a well-known decision making tool to 

evaluate a set of decision making units (DMUs) 

based on the multi input-output performance 

measures [7]. In some real applications of DEA, 

the respected performance criteria are collected 

based on the expert opinions. However, when 

several experts with different knowledge and 

experiences are to submit their points of view, 

finding the most proper DMU is not an easy task. 

In addition, experts’ opinions data are mostly 

perturbed by uncertainty due to several reasons. 

In this paper, we intend to analyze the EA 

scenarios by introducing a new expert-based 

decision-making technique that embraces distinct 

preferences’ weights of experts contaminated by 

a bounded degree of hesitancy. More specifically, 

we introduce a novel DEA technique by 

incorporating the robust optimization concept. In 

summary, developing a new robust DEA method 

for EA scenario analysis in view of the IT and 

business alignment is the primitive contribution 

in this paper. Analyzing a real case study in Iran 

Telecommunication Research Center (ITRC) is 

done to show the reliability and applicability of 

our proposed idea. 

For this, the paper structure is as follows. 

First, we take a look at the works deemed to our 

study. Then, we lay the background of our works 

with introduction of the models and specific 

related works, namely DEA and robust 

optimization technique. Our models, both 

deterministic and its robust counterpart, is also 

explained in this section. After that, introducing 

the case study for the numerical experiments will 

be presented. The performance evaluation 

follows next, which include empirical results of 

the deterministic and robust version of the 

proposed DEA model. Finally, we conclude in 

the last Section. 

2. Related Works 

In this Section, we review some of the 

literature around EA analysis domain, and then 

take a look at IT governance frameworks, 

especially COBIT framework.  

2.1 EA analysis review 

According to [8], some of the researches 

focus on the complexity of EA systems. This 

category can be divided into three dimensions of 

structure, behavior statistics, and dynamic 

behavior. It means that some analysis such as 

Niemann [4] model notices on the complexity 

and dependency of EA components and their 

influence on the organization. Yu model [9] 

extends this structural analysis and describes the 

transition phase to achieve to the desired status 

of the organization. Now, if the experts’ opinions 

are considered in the analysis, the behavior sub-

category works such as [10] emerges. 

Considering the pathological effects and the 

behavior of the organization in the time, gives 

rise to the dynamic analysis of EA scenarios [11]. 

Time reference is another dimension of the 

comparison. Some analyses deal with existing 

established EA and some evaluate the to-be 

structure of the future EA in the organization. 

Jacob et el. [10] provides a dynamic model which 

is able to analyze the current and desired status of 

EA and detects the conditions leading to the target 

status. Another category considers whether the 

EAs under study are already implemented [9-12] 

or the scenarios based on that EA are being 

investigated [4,13]. The analysis technique used 

for evaluation is another important dimension in 

three sub categories of expert-based [4,9,13], 

rule-based [11] and indicator-based [4,5,10,14,15] 

methods. Analysis using experts’ opinions are 

the most flexible approach [8], but time-

consuming. A more formal method is the rule 

based approach, but it can just recognize 

presence or absence of a pattern in structure. 

Indicator based approaches can capture better 

properties such as convergence, and 

interoperability, though it is very dependent on 

the assumption and interpretation of the 

architecture under analysis. 

More generally, Multi Criteria Decision 

Making (MCDM) techniques are tailored for 

finding an optimum solution among a set of 

alternatives which are judged on multiple 

attributes. Such techniques can be used in 

investigating various quality attributes of 

software architecture or project selections 

[13,16-20]. Among the methods of MCDM, 

Analytical Hierarchical Process (AHP) [21] has 

been used to judge and select the best 

architecture candidate or project [13,16,18,22]. 

Specifically, Razavi et el. [13] have proposed an 

AHP-based approach for analysis and selection 

of EA scenarios. Further, Data Envelopment 

Analysis (DEA) is recognized as a very efficient 

approach in the decision making domain with 

easy implementation. A large body of researches 

and applications has been proposed for DEA [7] 

pivoted on efficacy measurement in various 

domains. DEA techniques are used for assessing 

IT impact on firm performance [23] and using IT 

as a tool for selection of projects among various 

proposals [24]. Such analysis of DEA helps to 

find the source of efficacy and inefficacy and 
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establishes the roadmap for improvement in the 

organization.  

Group-decision making based on AHP 

approach has gained popularity in the decision-

making domain [25,26]. However, AHP has 

some limitations in confronting the uncertainty. 

Specifically, it can just handle uncertainty of 

fuzzy type. Overall, EA scenarios selection 

problems are usually treated without considering 

uncertainty of experts [27]. 

2.2 IT Governance background 

There are several IT governance standards 

available as governmental draft or industry 

standards (e.g., CMMI, COBIT, ITIL, MOF, 

ISPL1, ASL2, ISO, Six Sigma, DSDM3) which 

support the governance of IT in a way that is 

aligned with the business. One of the most 

effective frameworks proposed is the Control 

Objectives for IT and related Technology 

(COBIT) created by the Information Systems 

Audit and Control Association (ISACA) and the 

IT Governance Institute (ITGI) in 1992 [28]. 

This framework provides managers and auditors 

with a set of measures and processes which help 

them to maximize their benefit through the 

responsible use of resources, appropriate 

management of risk and alignment of business 

and IT.  

Acting as an integrator of different aspects of 

both IT and business, COBIT presents its 

structure and metrics in a manageable and logical 

structure of four domains namely: 1) plan and 

organize, 2) acquire and implement, 3) deliver 

and support and 4) monitor and evaluate. Each of 

these domains is described through a set of 

control objectives or measures. A short 

description of the main domains is summarized 

as follows [29-33]: 

 Plan and organize: This domain presents 

the strategy and tactics of the way IT can 

assist to business goals. These visions 

should be contributed to different people 

throughout the organization.  

 Acquire and implement: For achieving the 

IT strategies and tactics, IT solutions 

should be acquired and implemented and 

finally be integrated into the business 

process. Further, if there are preexisting 

systems available, ensuring the continuity 

of their functionality is handled in this 

domain. 

 Deliver and support: The required service 

should be delivered and all other processes 

regarding the management of data and 

security concerns in addition to supportive 

activities are dealt with in this domain. 

 Monitor and evaluate: all IT processes 

should be regularly evaluated to meet their 

quality requirement. So internal controls 

and regulatory compliance are addressed 

in this domain. 

Robust optimization models can be used as a 

good approach for encountering the uncertainty 

in decision making, especially it is useful in the 

following situations [34]: 

 Some parameters are estimates and carry 

estimation risk. 

 There are constraints with uncertain 

parameters to be satisfied regardless of 

their values of these parameters. 

 The objective functions/optimal solutions 

are particularly sensitive to perturbations. 

 The decision-maker cannot afford low-

probability high-magnitude risks. 

It is necessary for a decision-making process 

to reduce the sensitiveness of its results 

regarding to the input parameters and data. Thus, 

in this paper, we propose a group DEA model 

with uncertain data. Experts present their 

judgment with interval data (lower bound, 

nominal bound, and upper bound for expressing 

their opinion). 

3. The proposed robust group decision 

making method based on DEA 

In this section, we elaborate the proposed 

robust decision making method, which is 

developed based on a robust DEA model. The 

proposed robust DEA model has the capability to 

incorporate the opinions of a group of decision 

makers to evaluate a set of homogeneous 

decision making units or alternatives (here EA 

scenarios). The robust DEA model is inspired 

from the classical CCR DEA model. Therefore, 

we first briefly review the classical CCR DEA 

model. After that, the robust DEA model is 

introduced. To cope with uncertainty of experts’ 

judgment, we use a technique based on the 

robust optimization. Hence, in the subsequent 

sub-section, we explain this model and then 

introduce our robust counterpart of the DEA 

model provided to handle the uncertainty existed 

in the input data gathered from experts’ opinions. 

3.1 The classical CCR DEA model 

Data Envelopment Analysis is a non-

parametric mathematical programming for 

measuring the relative efficiency and ranking of 

various productive units, termed decision making 

units (DMUs) [35]. It does not require any 

production or the cost function and measures the 

performance DMUs based on their multiple 

inputs and outputs. The relative efficiency 

measures of DMUs is obtained through 

determining a piecewise linear efficiency frontier 
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along the most efficient DMU, and the least 

efficient DMU is recognized by comparison with 

its frontier curve. The original input oriented 

DEA model is written as follows: 

*
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1 1
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  (1) 

In this model, a set of n homogenous decision 

making unit ( 1,...,j n ) with m inputs 

( 1,...,i m ) and k outputs ( 1,...,r k ) is 

assessed where 
s

ijx  denotes the ith input data of 

the jth DMU obtained from the sth expert’s 

opinion. Similarly, 
s

rjy denotes the rth output 

data of the jth DMU obtained from the sth 

expert’s opinion. Furthermore, *

soE denotes the 

efficiency of oth DMU when the input and 

output data are obtained from the sth expert’s 

opinion. We also call *

soE the ideal efficiency 

score of oth DMU from sth expert view. Model 

(1) is repeatedly solved for each DMU to obtain 

its efficiency score. 

In the aforementioned model, it is assumed 

that inputs and outputs are explicitly defined. 

However, there are many real cases that data are 

used without inputs (such as index data or pure 

output data). In this case, the original DEA 

model converts to a DEA model with k outputs 

and one dummy input of 1 for all DMUs [36]. In 

this situation, the original DEA model (1) cannot 

evaluate DMUs. Hence, to fill the gap of this 

area, we propose a new Group Decision Making 

Method which is inspired by classical DEA 

model (1) to evaluate DMUs based on several 

matrix input-output data that each of which is 

collected according to one expert’ opinions. 

3.2 Robust Optimization 

The classical DEA model has no mechanism 

to deal with uncertainty in input or output data. 

Several methods such as Chance Constraint 

Programming (CCP) [37] and Stochastic 

Programming (SP) are introduced to handle such 

uncertainty. For some of the representative 

works related to these models, Sengupta [38-40] 

and Cooper [41-43] can be considered. In these 

models, uncertain data are estimated with 

probabilities, and an error distribution should be 

determined. These issues limit the real world 

applications of these models. 

As an alternative approach for dealing with 

uncertainty, robust optimization versions of DEA 

have recently been raised which covers the 

decision making process when data are of the 

form of interval data. Robust optimization can 

handle the uncertainty in the form of box, 

ellipsoidal, and polyhedral uncertainty sets [44]. 

The concept was first introduced by [45] who 

discussed uncertainty in column vector of the 

constraint matrix. Subsequently, Ben-tal and 

Nemirovski [44,46,47] and more recently 

Bertsimas et el. [48,49] have proposed methods 

to deal with ellipsoidal and polyhedral 

uncertainty types. These methods are usually 

named as BT and BN approach and have some 

distinguishing differences in terms of preserving 

the class of the problem after applying the robust 

approach or the number of variables and 

constraints [34]. Various works have been 

suggested according to these techniques. For 

example, Sadjadi and Omrani [34] applied robust 

optimization approach to DEA and utilized their 

model to evaluate the performance of Iranian 

electricity distribution companies. They suppose 

uncertainty of ellipsoidal uncertainty to 

demonstrate the efficiency of robust approaches 

for ranking strategies of their application. 

Furthermore, Wang and Wei [50] proposed a 

non-linear programming for robust data 

envelopment analysis. In another work, Sadjadi 

[51] combined the idea of robust optimization 

with traditional bootstrapped DEA [52,53] to 

propose a general model for performance 

assessment and ranking of DMUs with case 

study of telecommunication companies. The 

input and output data in [51] can be changed in 

an interval, and the results overcomes the 

incurrent bias. Shokouhi [54] used the 

combination of super-efficiency DEA and robust 

BA approach for handling uncertainty in both 

inputs and output which is considered to be of 

ellipsoidal type for efficiency assessment of gas 

companies. 

Next, we explain the robust optimization of 

Ben-Tal et el. [55] with the box uncertainty sets to 

set the background for elaborating the robust 

counterpart of our proposed robust DEA model. 

The main advantage of Ben-Tal et el. approach 

[55] using the box uncertainty set is that the 

resulted robust counterpart model becomes a 

linear programming model whereas applying this 

approach with ellipsoidal uncertainty leads to 

obtain a nonlinear robust counterpart model, 

which increases the time complexity. Therefore, 

we utilize box uncertainty sets to develop the 



 

Journal of Information Systems and Telecommunication, Vol. 1, No. 2, April – June 2013 101 101 

robust counterpart of our proposed model. For this, 

consider the following linear optimization model: 

min ,

subject to:   

cx

Ax b
   (2) 

where x is the vector of decision variables 

and A is the matrix of constraints with elements 

ija . In this model, , ,c A b are constant. Now, if 

these parameters are uncertain in a specific range 

of U, which is called the uncertainty set, and we 

wish our solution yet stays in an immune range 

while addressing the uncertainty of those 

parameters, we use the robust optimization 

approach.  

min ,

subject to:

,

, ,

cx

Ax b

c A b U



    (3) 

The robust approach for addressing the box 

uncertainty of entry
1,..., , 1,...,{ }ij i m j na a    is as 

follows: 

{ :| | , 1,..., , 1,..., }n
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 (4) 

Here, we take uncertainty in row i of 

constraint matrix. Similarly, uncertainty can be 

focused in the objective coefficients. In this set, 

ija is the mean value of 
ija  and 

ijG  is the 

uncertainty scale of a given entry. Hence, the 

robust counterpart model can be written as: 
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According to uncertainty set U presented in 

(6), and since the scale uncertainty 
ijG  is a 

positive number, the minimum value of 
1

n

ij j

j

a x




on the box uncertainty set U is occurred for the 

lower bound of 
ija , which become 

ij ija G . 

{ : ,

1,..., , 1,..., }

ij ij ij ij ij ijU a R a G a a G

i m j n

     
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Therefore, inequality (5) is reformulated as 

follows: 

1 1

n n

ij j ij j i
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a x G x b
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which is the robust counterpart of constraint 

Ax b of model (2) and thus the robust LP 

model is solvable. 

3.3 Robust counterpart of the proposed 

DEA model 

In our application, due to the expert based 

nature of data, experts cannot express an exact 

value for input and output data and therefore, 

uncertainties are inherent in experts’ opinions. 

We, therefore, represent the robust version of our 

model to handle this kind of uncertainty. If we 

suppose that output data obtained from experts’ 

opinions ( )s

rjy  are defined as the box 

uncertainty sets, the robust counterpart of the 

robust DEA can be expressed as: 
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 (8) 

It is worthy to mention that we first move the 

objective function into constraints by introducing 

new decision variable z, and then provide the 

robust equivalence of all constraints of the robust 

DEA model. As a result, the first constraint of 

the above model is equivalent to the objective 

function of the robust DEA model. Similarly, the 

two last constraints of model P(II) are the robust 

counterpart of the DEA model. 

The uncertainty set of model P(II) is defined 

as follows: 

[ , ]B s s s s

rj rj rj rjU y G y G      (9) 

where 
s

rjy is the nominal data assigned to rth 

output (here benefit-type criteria) in jth DMU 

whose value determined according to the sth 

expert opinion. 

It is noted that the minimum and maximum 

value of 
s

rjy  on the box uncertainty set 
BU , are 

occurred for the lower and upper bounds of 
s

rjy , 

which are 
s s

rj rjy G and 
s s

rj rjy G  respectively. 

Therefore, when minimizing the left-hand of the 

first constraint on the box uncertainty of 
BU , it 

became equal to 
1 1

[ ]
S R

s s

s r ro ro

s r

w u y G
 

  , since 

0s

roy  . A similar method can be used for 

maximizing the two last constraints of model 

P(II). Finally, the robust counterpart model can 

be written as:  
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1 1

1

1 1

*

1

, 0.

( ) : max z

subject to:

[ ]

1, s

[ ] 0,   j,s

[ ] , s

io

ij

S k
s s

s r ro ro

s r

m
s

i

i

k m
s s s

r rj rj i

r i

k
s s

r

r

r ro o

i

o s

r

P III

w u y G z

v x

u y G v x

u y G E

u v

 



 



 

 

   



  

 



 



 (10) 

In this model, 
s

rjy  and 
s

rjG are the nominal 

data and scale uncertainty of data obtained from 

sth expert on rth output of jth DMU. 

The existing robust DEA models which take 

benefit of BT approach are non-linear 

programming model due to usage of ellipsoidal 

uncertainty form [34,50]. However, our 

technique uses box uncertainty which leads to a 

linear programming model. Linear models have 

the benefit of simplicity and also the higher 

accuracy of the computational result in 

comparison to nonlinear programming models. 

4. The application of proposed robust 

DEA for EA scenario evaluations 

Our case study is studied for the ITRC in Iran 

as the greatest organizations handling ICT 

projects with a variant degree of importance and 

complexity. Having four faculties of IT, CT, 

security, and strategic planning, the center 

considers transformations of its process for 

approaching e-organizations objectives. To fulfill 

his vision, ITRC considers developing some 

practical scenarios for successful 

accomplishment of its task. EA has been 

accepted as a tool for planning and managing the 

process. Therefore, a group of IT experts 

designed 12 EA scenarios stated in Table 1 

which correspond to 12 DMUs for our model. In 

fact, there are four distinct scenarios including 

planning for ERP implementation, web service 

implementation, portal implementation, and the 

process integration of ITRC and each can be 

implemented via in-sourcing (using the ITRC’s 

own resources and employees), out-sourcing (a 

recovery-oriented proposal for downsizing and 

cost reduction), and co-sourcing (combining the 

in-source and out-source capability through 

contracting an out-sourced firm to provide part 

of IT solutions) [56]. 

 

 

 

 

Table 1. The 12 EA scenarios (ICT master plan) for ITRC 

migration to e-organization 

DMU 

No. 
EA scenario Explanation 

DMU1 In-source ERP Implementing an ERP by in-sourcing 

DMU2 
Out-source 

ERP 
Out-sourcing an ERP for 

implementation 

DMU3 
co-sourcing 

ERP 

Implementing an ERP through co-

sourcing 

DMU4 
In-source web 

services 

Delivering the web services by in-

sourcing 

DMU5 
Out-source 

web services 
Delivering the web services through 

out-sourcing 

DMU6 
co-sourcing 

web services 

Delivering the web services through 

co-sourcing 

DMU7 
In-source 

portal 

Integration of ITRC departments 

through in-source portal 

implementation 

DMU8 
Out-source 

portal 

Integration of ITRC departments 

through out-source portal 

implementation 

DMU9 
co-sourcing 

portal 

Integration of ITRC departments 

through co-sourcing portal 

implementation 

DMU10 

In-source 

process 

integration 

Integration the process of ITRC by in-
sourcing 

DMU11 

Out-source 

process 
integration 

Integration the process of ITRC by 

out-sourcing 

DMU12 

co-sourcing 

process 
integration 

Integration the process of ITRC 

through co-sourcing 

 

Executing each of these plans, demands high 

investments with high risks and hidden costs and 

it is safer to scrutinize the selection of EA 

against a robust analytical tool. To satisfy 

business objectives, information needs 

correspondence to certain several control 

objectives such as: efficiency, effectiveness, 

confidentiality, integrity, accessibility, 

availability, compliance, and reliability. These 

metrics correspond to the criteria covered in 

COBIT’s framework which are utilized for 

evaluating the proposed EA scenarios before 

implementation by experts and our method. In 

fact, four experts are asked to submit their view 

on the suitability of each scenario in regard to 

every process of COBIT framework and then the 

proposed robust PRS-DEA method is deployed 

for obtaining the overall efficacy score of these 

EA according to all experts’ preferences. The 

objective of this evaluation is to signify the 

maturity level of COBIT in the EA proposals and 

then selecting the best balanced improvement 

plan considering the IT processes of COBIT 

framework which meets almost all of the ICT 
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ministries’ objectives. So, the scenario which 

covers all or most of COBIT processes with high 

maturity is more likely to gain higher overall 

ranking and is expected to provide business and 

IT alignments efficiently. 

Tables A-1 to A-4 present each expert’s 

opinions regarding the estimated maturity of 

each process for the scenario under judgment. 

The range of maturity levels is from 0 to 10 

which indicate the degree of realization of a 

specific process under a given scenario. 

Therefore, lower value of maturity level is an 

indication of weak realization and the higher 

value is an indication of high realization of that 

process when a specific scenario is implemented. 

Further, as data are inexact, experts present their 

estimated maturity in an interval of lower and 

higher bound. Further, the nominal value denoted 

by 
s

rjy  reflects the average estimated maturity of 

rth process under implementation of jth scenario 

from sth expert’s viewpoint which is obtained by 

averaging the lower and upper bound values. For 

example, the reported data in Appendix 

 

Table A-1 presents the lower, nominal and 

upper bound for the estimated maturity levels of 

COBIT processes through the implementation of 

different proposed EA scenarios from the first 

expert’s viewpoint. 

The information in these tables can be used to 

identify IT processes which are estimated to be 

affected at most or at least when implementing a 

given EA scenario. This information can be used 

to reflect the strengths and weaknesses of 

implementing that specific EA scenario which is 

then can be a source of value for recognizing the 

activities for reaching the desired status for 

processes. 

The output parameters of the model are equal 

to 34 processes of COBIT and for the input 

parameter, a dummy input of 1 is considered [36]. 

The evaluation results are presented in the next 

section. 

5. Performance Evaluation 

We utilize several numerical experiments to 

validate the applicability and significance of the 

robust counterpart of our proposed method. As 

mentioned before, four experts’ opinions are 

used in this experiment and scoring to the 34 

processes of COBIT are regarded as the closed 

box uncertainty due to inherent imprecise nature 

of experts’ opinion. In fact, the data for COBIT 

processes are considered as the interval of 

[ , ]s s s s

rj rj rj rjy G y G   with 
s

rjG as the scale 

uncertainty associated with sth expert’ opinion 

about rth COBIT process in jth EA scenario.  

To compute the ideal efficiency score *( )soE  

from each expert’s point of view, we solve 

model P(I) with nominal data ( )s

rjy . It is worthy 

to mention that the best efficiency scores from 

each expert’s point of view can be provided 

when uncertainty is not considered in model P(I). 

If we solve model P(I) with uncertain data to 

obtain ideal efficiency scores, the objective 

function *( )soE  does not function as expected. 

For this reason, the resulted efficiency scores 

cannot be considered as ideal efficiency scores. 

Therefore, it is logical to provide ideal efficiency 

scores by solving model P(II) with nominal data 

( )s

rjy . The respected results are reported in 

Table 2. For example, the second column of 

Table 2 reports the ideal efficiency scores 

according to data gathered from the first expert. 

According to the results, DMU1, 4, 5, 6 and 8 

attain the efficiency score of one. 

Further, we set 
1 2 3 4 0.25w w w w    . 

Please note that the proposed robust model turns 

into a deterministic model when the uncertainties 

are not considered in the model parameters. 

 
Table 2. Ideal efficiency scores according to the 

 experts’ opinion 

DMU No. Expert 1 Expert 2 Expert 3 Expert 4 

DMU1 1 1 1 1 

DMU2 0.818 0.733 0.818 0.747 

DMU3 0.750 0.724 0.857 0.714 

DMU4 1 1 1 1 

DMU5 1 1 1 1 

DMU6 1 1 1 1 

DMU7 0.955 1 0.875 1 

DMU8 1 1 1 1 

DMU9 0.875 1 1 1 

DMU10 0.857 0.750 0.857 0.808 

DMU11 0.750 0.750 0.714 0.750 

DMU12 0.750 0.724 0.828 0.857 

 

For the analysis, first, we solve the 

deterministic model ( )P II  using the nominal 

data and calculate the performance of each DMU. 

The second column of Table 3 reports the 

corresponding results. As indicated, DMU4 and 

DMU5 acquire the maximum efficiency score of 

1 and DMU3 holds the least efficiency score 

(0.546). Then, the robust counterpart model is 

solved. As it was expected, the deterministic 

model generates the higher efficiency score when 

it compares to the robust counterpart model. On 

the other hand, the efficiency scores generated by 

the deterministic model are greater than those 
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produced by the robust counterpart model, since 

it protects decision making model against 

uncertainty. Furthermore, the efficiency score of 

each DMU is decreased by increasing the 

uncertainty level. This is the expected trend, 

since the efficiency of DMUs is predicted with a 

higher degree of uncertainty. The resulted 

efficiency scores are also graphically depicted in 

Figure 1. Moreover, the proposed robust DEA 

model, provide more discriminative results, 

which are more suitable for DMU ranking 

purpose. 

 
Table 3. Efficiency scores obtained by the deterministic  

and robust Model 

DMU number Deterministic model Robust model 

DMU1 0.908 0.650 

DMU2 0.615 0.394 

DMU3 0.546 0.345 

DMU4 1 0.713 

DMU5 1 0.847 

DMU6 0.833 0.639 

DMU7 0.694 0.5 

DMU8 0.859 0.708 

DMU9 0.735 0.564 

DMU10 0.553 0.403 

DMU11 0.611 0.451 

DMU12 0.601 0.461 

 

 
Figure 1. Efficiency scores under the proposed deterministic 

and robust optimization models 

 

Based on achieved results, one can easily 

derive ranking of EA scenario according to the 

uncertainty level in mind. For example, if a 

manager wants to have its decision-making 

process with the highest protection and reliability 

level, then he should select the fifth EA scenario 

(i.e., “Out-source web services” scenario), which 

gains the highest efficiency score and is selected 

as the most preferred scenario for making ITRC 

objectives for alignments of IT and business 

realized. 

 

6. Conclusion 

In this paper, we have developed a robust 

DEA approach which embraces the effects of 

bounded uncertainties in experts’ opinions using 

the robust optimization technique. This method 

is tested for a case study of EA scenario analysis, 

which determines the best scenario for 

implementation in a governmental institute of 

Iran (ITRC). The flexibility of the proposed 

robust DEA model with the integration of 

bounded uncertainty of experts’ data in the 

proposed decision-making technique makes it a 

very reliable and efficient approach. Extensive 

experiments are carried out to prove the 

feasibility of the model with various degrees of 

uncertainty. The results show a promising 

research perspective in the field of both IT (IT 

Governance and EA evaluation problem) and 

MCDM domains. Through the presented method 

for business and IT alignment assessment, the 

variation of experts’ opinion has no effect on 

final results. In fact, our analysis model is 

protected against the input data variation, and the 

output results are robust against the uncertainty. 

Specifically, the proposed analytical tool is 

intrinsically able to deal with different 

uncertainty in input data of decision making 

processes without any constraints. Therefore, as 

a future work, one may endeavor to try other 

types of uncertainty in EA evaluation scenarios. 
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7. Appendix 
 

Table A-1. The input and output data for IT research projects of ITRC including summary statistics expressed by expert 1 (E1) 

 

DMU1 DMU2 DMU3 DMU4 DMU5 DMU6 DMU7 DMU8 DMU9 DMU10 DMU11 DMU12 M
in

 

M
ax

 

M
ean

 L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U 

PO1 7 8 9 4 5 6 0 1 2 7 8 9 7 8 9 5 6 7 2 3 4 8 9 10 5.5 6 6.5 4.5 5 5.5 4.5 5 5.5 2.5 3 3.5 1 9 5.58 

PO2 5 6 7 2 3 4 0 1 2 6 7 8 6 7 8 5 6 7 1 2 3 6 7 8 4.5 5 5.5 5.5 4.5 6.5 2.5 3 3.5 4.5 2 5.5 1 7 4.46 

PO3 6 7 8 3 4 5 5 6 7 5 6 7 7 8 9 5 6 7 5 6 7 3 4 5 5.5 6 6.5 0.5 2.5 1.5 3.5 4 4.5 3.5 6 4.5 2.5 8 5.46 

PO4 5 6 7 4 5 6 4 5 6 5 6 7 8 9 10 6 7 8 5 6 7 8 9 10 4.5 5 5.5 5.5 6 6.5 5.5 6 6.5 3.5 6 4.5 5 9 6.33 

PO5 7 8 9 2 3 4 0 1 2 5 6 7 7 8 9 5 6 7 5 6 7 6 7 8 5.5 6 6.5 3.5 3.5 4.5 2.5 3 3.5 1.5 6 2.5 1 8 5.29 

PO6 7 8 9 2 3 4 3 4 5 5 6 7 8 9 10 3 4 5 2 3 4 5 6 7 4.5 5 5.5 1.5 3 2.5 3.5 4 4.5 5.5 3 6.5 3 9 4.83 

PO7 5 6 7 2 3 4 1 2 3 6 7 8 7 8 9 7 8 9 3 4 5 5 6 7 2.5 3 3.5 3.5 4 4.5 3.5 4 4.5 5.5 4 6.5 2 8 4.92 

PO8 6 7 8 3 4 5 3 4 5 8 9 10 7 8 9 7 8 9 4 5 6 2 3 4 4.5 5 5.5 3.5 4 4.5 3.5 4 4.5 2.5 5 3.5 3 9 5.50 

PO9 5 6 7 4 5 6 2 3 4 4 5 6 7 8 9 6 7 8 1 2 3 6 7 8 4.5 5 5.5 4.5 4.5 5.5 3.5 4 4.5 4.5 2 5.5 2 8 4.88 

PO10 7 8 9 5 6 7 2 3 4 7 8 9 8 9 10 6 7 8 4 5 6 2 3 4 3.5 4 4.5 2.5 4 3.5 4.5 5 5.5 5.5 5 6.5 3 9 5.58 

AI1 6 7 8 4 5 6 3 4 5 7 8 9 9 9.5 10 4 5 6 6 7 8 5 6 7 2.5 3 3.5 0.5 3.5 1.5 5.5 6 6.5 2.5 7 3.5 3 9.5 5.92 

AI2 6 7 8 2 3 4 4 5 6 9 9.5 10 9 9.5 10 5 6 7 3 4 5 7 8 9 4.5 5 5.5 4.5 5 5.5 4.5 5 5.5 3.5 4 4.5 3 9.5 5.92 

AI3 6 7 8 4 5 6 5 6 7 5 6 7 7 8 9 6 7 8 4 5 6 2 3 4 5.5 6 6.5 4.5 5 5.5 4.5 5 5.5 2.5 5 3.5 3 8 5.67 

AI4 7 8 9 2 3 4 1 2 3 5 6 7 9 9.5 10 6 7 8 1 2 3 3 4 5 3.5 4 4.5 4.5 4.5 5.5 3.5 4 4.5 2.5 2 3.5 2 9.5 4.67 

AI5 6 7 8 4 5 6 1 2 3 6 7 8 9 9.5 10 5 6 7 2 3 4 7 8 9 4.5 5 5.5 2.5 3.5 3.5 3.5 4 4.5 2.5 3 3.5 2 9.5 5.25 

AI6 7 8 9 5 6 7 5 6 7 5 6 7 7 8 9 5 6 7 2 3 4 8 9 10 5.5 6 6.5 3.5 3.5 4.5 2.5 3 3.5 5.5 3 6.5 3 9 5.63 

AI7 7 8 9 4 5 6 2 3 4 6 7 8 9 9.5 10 5 6 7 1 2 3 6 7 8 5.5 6 6.5 4.5 5.5 5.5 5.5 6 6.5 2.5 2 3.5 2 9.5 5.58 

DS1 6 7 8 4 5 6 1 2 3 8 9 10 8 9 10 3 4 5 4 5 6 4 5 6 5.5 6 6.5 3.5 4.5 4.5 4.5 5 5.5 3.5 5 4.5 2 9 5.54 

DS2 5 6 7 1 2 3 2 3 4 9 9.5 10 9 9.5 10 5 6 7 5 6 7 5 6 7 5.5 6 6.5 5.5 5.5 6.5 4.5 5 5.5 1.5 6 2.5 2 9.5 5.88 

DS3 7 8 9 5 6 7 4 5 6 6 7 8 6 7 8 4 5 6 2 3 4 4 5 6 4.5 5 5.5 4.5 5 5.5 4.5 5 5.5 2.5 3 3.5 3 8 5.33 

DS4 5 6 7 4 5 6 1 2 3 6 7 8 7 8 9 4 5 6 5 6 7 4 5 6 4.5 5 5.5 5.5 5 6.5 3.5 4 4.5 3.5 6 4.5 2 8 5.33 

DS5 7 8 9 2 3 4 3 4 5 5 6 7 6 7 8 6 7 8 6 7 8 3 4 5 3.5 4 4.5 1.5 3 2.5 3.5 4 4.5 4.5 7 5.5 3 8 5.33 

DS6 6 7 8 5 6 7 4 5 6 5 6 7 7 8 9 4 5 6 0 1 2 3 4 5 5.5 6 6.5 4.5 5 5.5 4.5 5 5.5 2.5 1 3.5 1 8 4.92 

DS7 6 7 8 3 4 5 3 4 5 4 5 6 9 9.5 10 5 6 7 4 5 6 6 7 8 5.5 6 6.5 4.5 5 5.5 4.5 5 5.5 4.5 5 5.5 4 9.5 5.71 

DS8 5 6 7 4 5 6 3 4 5 8 9 10 9 9.5 10 6 7 8 4 5 6 7 8 9 2.5 3 3.5 3.5 4.5 4.5 4.5 5 5.5 4.5 5 5.5 3 9.5 5.92 

DS9 5 6 7 3 4 5 1 2 3 8 9 10 7 8 9 3 4 5 6 7 8 4 5 6 4.5 5 5.5 1.5 3.5 2.5 4.5 5 5.5 1.5 7 2.5 2 9 5.46 

DS10 7 8 9 4 5 6 5 6 7 5 6 7 7 8 9 7 8 9 6 7 8 7 8 9 2.5 3 3.5 2.5 4.5 3.5 5.5 6 6.5 4.5 7 5.5 3 8 6.38 

DS11 5 6 7 5 6 7 1 2 3 5 6 7 7 8 9 6 7 8 5 6 7 3 4 5 6.5 7 7.5 3.5 3.5 4.5 2.5 3 3.5 5.5 6 6.5 2 8 5.38 

DS12 5 6 7 5 6 7 2 3 4 7 8 9 7 8 9 5 6 7 2 3 4 4 5 6 5.5 6 6.5 1.5 3.5 2.5 4.5 5 5.5 1.5 3 2.5 3 8 5.21 

DS13 6 7 8 4 5 6 5 6 7 8 9 10 7 8 9 4 5 6 2 3 4 3 4 5 3.5 4 4.5 4.5 4 5.5 2.5 3 3.5 4.5 3 5.5 3 9 5.08 

ME1 5 6 7 4 5 6 1 2 3 8 9 10 7 8 9 3 4 5 6 7 8 3 4 5 5.5 6 6.5 3.5 4 4.5 3.5 4 4.5 1.5 7 2.5 2 9 5.50 

ME2 6 7 8 3 4 5 1 2 3 6 7 8 8 9 10 7 8 9 4 5 6 7 8 9 5.5 6 6.5 3.5 4 4.5 3.5 4 4.5 4.5 5 5.5 2 9 5.75 

ME3 5 6 7 5 6 7 1 2 3 6 7 8 9 9.5 10 6 7 8 4 5 6 7 8 9 3.5 4 4.5 4.5 4 5.5 2.5 3 3.5 5.5 5 6.5 2 9.5 5.54 

ME4 7 8 9 5 6 7 4 5 6 9 9.5 10 9 9.5 10 3 4 5 1 2 3 4 5 6 4.5 5 5.5 1.5 3.5 2.5 4.5 5 5.5 4.5 2 5.5 2 9.5 5.38 
L=Lower bound value 1 1( )rj rjy G  

N=Nominal value 1( )rjy  

U=Upper bound vale 1 1( )rj rjy G  
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Table A-2. The input and output data for IT research projects of ITRC including summary statistics expressed by expert 2 (E2) 

 

DMU1 DMU2 DMU3 DMU4 DMU5 DMU6 DMU7 DMU8 DMU9 DMU10 DMU11 DMU12 M
in

 

M
ax

 

M
ean

 L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U 

PO1 4 6 8 3 5 7 4 6 8 4 6 8 9.5 9.75 10 7.5 8 8.5 3.5 4 4.5 7.5 8 8.5 4 5 6 3 5 5 5 6 7 5 4 7 4 9.75 6.06 

PO2 4 6 8 2 4 6 0 2 4 5 7 9 9.5 9.75 10 3.5 4 4.5 5.5 6 6.5 4.5 5 5.5 5 6 7 2 4 4 4 5 6 3 6 5 2 9.75 5.40 

PO3 4 6 8 3 5 7 2 4 6 5 7 9 6.5 7 7.5 5.5 6 6.5 6.5 7 7.5 3.5 4 4.5 5 6 7 4 4 6 2 3 4 1 7 3 3 7 5.50 

PO4 6 8 10 3 5 7 0 1 3 6 8 10 9.5 9.75 10 4.5 5 5.5 2.5 3 3.5 3.5 4 4.5 5 6 7 4 5.5 6 5 6 7 3 3 5 1 9.75 5.35 

PO5 6 8 10 2 4 6 2 4 6 8 9 10 9.5 9.75 10 5.5 6 6.5 1.5 2 2.5 4.5 5 5.5 5 6 7 4 5 6 4 5 6 2 2 4 2 9.75 5.48 

PO6 5 7 9 3 5 7 0 2 4 4 6 8 8.5 9 9.5 5.5 6 6.5 3.5 4 4.5 3.5 4 4.5 3 4 5 4 4 6 2 3 4 1 4 3 2 9 4.83 

PO7 4 6 8 3 5 7 3 5 7 5 7 9 8.5 9 9.5 4.5 5 5.5 3.5 4 4.5 4.5 5 5.5 3 4 5 3 4.5 5 4 5 6 3 4 5 4 9 5.29 

PO8 5 7 9 2 4 6 0 2 4 7 8.5 10 8.5 9 9.5 7.5 8 8.5 6.5 7 7.5 6.5 7 7.5 4 5 6 1 4 3 5 6 7 5 7 7 2 9 6.21 

PO9 6 8 10 3 5 7 0 2 4 6 8 10 7.5 8 8.5 3.5 4 4.5 4.5 5 5.5 4.5 5 5.5 6 7 8 1 3.5 3 4 5 6 4 5 6 2 8 5.46 

PO10 6 8 10 4 6 8 1 3 5 7 8.5 10 7.5 8 8.5 4.5 5 5.5 6.5 7 7.5 6.5 7 7.5 2 3 4 3 5 5 5 6 7 4 7 6 3 8.5 6.13 

AI1 4 6 8 2 4 6 4 6 8 8 9 10 6.5 7 7.5 4.5 5 5.5 1.5 2 2.5 3.5 4 4.5 2 3 4 1 2.5 3 2 3 4 5 2 7 2 9 4.46 

AI2 5 7 9 2 4 6 3 5 7 6 8 10 8.5 9 9.5 6.5 7 7.5 4.5 5 5.5 7.5 8 8.5 4 5 6 3 4 5 3 4 5 2 5 4 4 9 5.92 

AI3 5 7 9 0 2 4 0 2 4 8 9 10 8.5 9 9.5 6.5 7 7.5 5.5 6 6.5 5.5 6 6.5 4 5 6 2 4 4 4 5 6 4 6 6 2 9 5.67 

AI4 6 8 10 1 3 5 0 2 4 8 9 10 8.5 9 9.5 4.5 5 5.5 3.5 4 4.5 7.5 8 8.5 4 5 6 2 3.5 4 3 4 5 3 4 5 2 9 5.38 

AI5 5 7 9 3 5 7 1 3 5 5 7 9 7.5 8 8.5 7.5 8 8.5 0.5 1 1.5 6.5 7 7.5 5 6 7 3 4.5 5 4 5 6 4 1 6 1 8 5.21 

AI6 5 7 9 1 3 5 0 2 4 5 7 9 8.5 9 9.5 5.5 6 6.5 6.5 7 7.5 4.5 5 5.5 3 4 5 1 4 3 5 6 7 3 7 5 2 9 5.58 

AI7 4 6 8 0 2 4 0 2 4 6 8 10 8.5 9 9.5 4.5 5 5.5 1.5 2 2.5 7.5 8 8.5 2 3 4 1 3 3 3 4 5 4 2 6 2 9 4.50 

DS1 4 6 8 1 3 5 0 2 4 4 6 8 7.5 8 8.5 6.5 7 7.5 5.5 6 6.5 7.5 8 8.5 3 4 5 4 4.5 6 3 4 5 4 6 6 2 8 5.38 

DS2 5 7 9 2 4 6 3 5 7 6 8 10 9.5 9.75 10 3.5 4 4.5 3.5 4 4.5 5.5 6 6.5 6 7 8 3 4.5 5 4 5 6 2 4 4 4 9.75 5.69 

DS3 4 6 8 4 6 8 2 4 6 7 8.5 10 8.5 9 9.5 7.5 8 8.5 5.5 6 6.5 4.5 5 5.5 4 5 6 3 4 5 3 4 5 4 6 6 4 9 5.96 

DS4 4 6 8 1 3 5 3 5 7 3 5 7 8.5 9 9.5 6.5 7 7.5 5.5 6 6.5 4.5 5 5.5 3 4 5 0 2 2 2 3 4 2 6 4 2 9 5.08 

DS5 4 6 8 0 2 4 1 3 5 7 8.5 10 6.5 7 7.5 5.5 6 6.5 5.5 6 6.5 4.5 5 5.5 3 4 5 4 4.5 6 3 4 5 1 6 3 2 8.5 5.17 

DS6 5 7 9 3 5 7 2 4 6 6 8 10 6.5 7 7.5 6.5 7 7.5 1.5 2 2.5 8.5 9 9.5 5 6 7 1 2.5 3 2 3 4 4 2 6 2 9 5.21 

DS7 5 7 9 3 5 7 0 1 3 4 6 8 7.5 8 8.5 7.5 8 8.5 0.5 1 1.5 4.5 5 5.5 6 7 8 4 5.5 6 5 6 7 4 1 6 1 8 5.04 

DS8 4 6 8 2 4 6 3 5 7 6 8 10 7.5 8 8.5 5.5 6 6.5 3.5 4 4.5 6.5 7 7.5 5 6 7 5 5.5 7 4 5 6 3 4 5 4 8 5.71 

DS9 5 7 9 3 5 7 0 2 4 4 6 8 6.5 7 7.5 3.5 4 4.5 4.5 5 5.5 4.5 5 5.5 6 7 8 3 4 5 3 4 5 1 5 3 2 7 5.08 

DS10 6 8 10 0 2 4 2 4 6 8 9 10 6.5 7 7.5 3.5 4 4.5 2.5 3 3.5 8.5 9 9.5 6 7 8 1 3.5 3 4 5 6 4 3 6 2 9 5.38 

DS11 5 7 9 2 4 6 3 5 7 7 8.5 10 8.5 9 9.5 3.5 4 4.5 5.5 6 6.5 5.5 6 6.5 4 5 6 0 2.5 2 3 4 5 3 6 5 2.5 9 5.58 

DS12 5 7 9 1 3 5 0 2 4 6 8 10 9.5 9.75 10 5.5 6 6.5 1.5 2 2.5 3.5 4 4.5 5 6 7 2 3.5 4 3 4 5 3 2 5 2 9.75 4.77 

DS13 6 8 10 3 5 7 0 2 4 6 8 10 6.5 7 7.5 7.5 8 8.5 6.5 7 7.5 2.5 3 3.5 4 5 6 4 4.5 6 3 4 5 3 7 5 2 8 5.71 

ME1 5 7 9 3 5 7 0 1 3 5 7 9 7.5 8 8.5 5.5 6 6.5 6.5 7 7.5 7.5 8 8.5 5 6 7 2 4.5 4 5 6 7 4 7 6 1 8 6.04 

ME2 4 6 8 2 4 6 2 4 6 5 7 9 9.5 9.75 10 4.5 5 5.5 4.5 5 5.5 5.5 6 6.5 6 7 8 0 3 2 4 5 6 3 5 5 3 9.75 5.56 

ME3 5 7 9 0 2 4 0 2 4 8 9 10 7.5 8 8.5 5.5 6 6.5 5.5 6 6.5 7.5 8 8.5 2 3 4 2 4 4 4 5 6 5 6 7 2 9 5.50 

ME4 5 7 9 2 4 6 0 2 4 7 8.5 10 8.5 9 9.5 4.5 5 5.5 3.5 4 4.5 5.5 6 6.5 3 4 5 5 4.5 7 2 3 4 5 4 7 2 9 5.08 

L=Lower bound value 2 2( )rj rjy G  

N=Nominal value 
2( )rjy  

U=Upper bound vale 2 2( )rj rjy G  
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Table A-3. The input and output data for IT research projects of ITRC including summary statistics expressed by expert 3 (E3) 

 

DMU1 DMU2 DMU3 DMU4 DMU5 DMU6 DMU7 DMU8 DMU9 DMU10 DMU11 DMU12 M
in

 

M
ax

 

M
ean

 L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U 

PO1 4 6 8 1 3 5 0 2 4 6 8 10 6.5 7 7.5 4.5 5 5.5 5.5 6 6.5 5.5 6 6.5 3 4 5 0 2.5 2 3 4 5 5 6 7 2 8 4.96 

PO2 4 6 8 2 4 6 0 1 3 4 6 8 8.5 9 9.5 5.5 6 6.5 1.5 2 2.5 6.5 7 7.5 3 4 5 1 3 3 3 4 5 5 2 7 1 9 4.50 

PO3 4 6 8 3 5 7 3 5 7 8 9 10 6.5 7 7.5 6.5 7 7.5 4.5 5 5.5 2.5 3 3.5 4 5 6 0 2.5 2 3 4 5 4 5 6 2.5 9 5.29 

PO4 6 8 10 3 5 7 0 2 4 6 8 10 7.5 8 8.5 6.5 7 7.5 5.5 6 6.5 5.5 6 6.5 5 6 7 4 4.5 6 3 4 5 1 6 3 2 8 5.88 

PO5 6 8 10 4 6 8 0 2 4 4 6 8 7.5 8 8.5 6.5 7 7.5 1.5 2 2.5 7.5 8 8.5 3 4 5 3 4.5 5 4 5 6 5 2 7 2 8 5.21 

PO6 5 7 9 1 3 5 0 2 4 4 6 8 7.5 8 8.5 6.5 7 7.5 3.5 4 4.5 6.5 7 7.5 3 4 5 0 3 2 4 5 6 5 4 7 2 8 5.00 

PO7 5 7 9 3 5 7 1 3 5 7 8.5 10 8.5 9 9.5 6.5 7 7.5 4.5 5 5.5 5.5 6 6.5 5 6 7 4 4.5 6 3 4 5 5 5 7 3 9 5.83 

PO8 6 8 10 0 2 4 1 3 5 7 8.5 10 8.5 9 9.5 5.5 6 6.5 1.5 2 2.5 4.5 5 5.5 5 6 7 3 3.5 5 2 3 4 3 2 5 2 9 4.83 

PO9 6 8 10 3 5 7 0 2 4 3 5 7 8.5 9 9.5 6.5 7 7.5 0.5 1 1.5 5.5 6 6.5 5 6 7 0 2 2 2 3 4 2 1 4 1 9 4.58 

PO10 4 6 8 3 5 7 3 5 7 4 6 8 8.5 9 9.5 6.5 7 7.5 0.5 1 1.5 6.5 7 7.5 3 4 5 3 5 5 5 6 7 3 1 5 1 9 5.17 

AI1 5 7 9 2 4 6 0 2 4 7 8.5 10 8.5 9 9.5 6.5 7 7.5 2.5 3 3.5 8.5 9 9.5 5 6 7 0 3 2 4 5 6 3 3 5 2 9 5.54 

AI2 5 7 9 3 5 7 3 5 7 6 8 10 8.5 9 9.5 7.5 8 8.5 5.5 6 6.5 5.5 6 6.5 4 5 6 4 4.5 6 3 4 5 4 6 6 4 9 6.13 

AI3 5 7 9 2 4 6 0 2 4 3 5 7 7.5 8 8.5 4.5 5 5.5 3.5 4 4.5 7.5 8 8.5 3 4 5 2 4 4 4 5 6 5 4 7 2 8 5.00 

AI4 4 6 8 1 3 5 1 3 5 3 5 7 8.5 9 9.5 6.5 7 7.5 5.5 6 6.5 3.5 4 4.5 4 5 6 3 4.5 5 4 5 6 1 6 3 3 9 5.29 

AI5 5 7 9 1 3 5 0 1 3 4 6 8 9.5 9.75 10 4.5 5 5.5 1.5 2 2.5 8.5 9 9.5 3 4 5 1 3 3 3 4 5 2 2 4 1 9.75 4.65 

AI6 6 8 10 3 5 7 3 5 7 8 9 10 8.5 9 9.5 7.5 8 8.5 2.5 3 3.5 2.5 3 3.5 5 6 7 2 3 4 2 3 4 4 3 6 3 9 5.42 

AI7 4 6 8 1 3 5 2 4 6 5 7 9 7.5 8 8.5 3.5 4 4.5 2.5 3 3.5 2.5 3 3.5 2 3 4 2 3 4 2 3 4 2 3 4 3 8 4.17 

DS1 4 6 8 3 5 7 3 5 7 5 7 9 7.5 8 8.5 6.5 7 7.5 4.5 5 5.5 4.5 5 5.5 2 3 4 5 5 7 3 4 5 2 5 4 3 8 5.42 

DS2 4 6 8 4 6 8 3 5 7 7 8.5 10 7.5 8 8.5 4.5 5 5.5 6.5 7 7.5 7.5 8 8.5 5 6 7 0 2 2 2 3 4 1 7 3 2 8.5 5.96 

DS3 5 7 9 1 3 5 0 2 4 3 5 7 7.5 8 8.5 4.5 5 5.5 6.5 7 7.5 6.5 7 7.5 3 4 5 4 4 6 2 3 4 3 7 5 2 8 5.17 

DS4 5 7 9 4 6 8 0 1 3 6 8 10 8.5 9 9.5 4.5 5 5.5 4.5 5 5.5 6.5 7 7.5 3 4 5 1 3 3 3 4 5 4 5 6 1 9 5.33 

DS5 6 8 10 1 3 5 0 2 4 6 8 10 7.5 8 8.5 6.5 7 7.5 6.5 7 7.5 8.5 9 9.5 4 5 6 1 3 3 3 4 5 5 7 7 2 9 5.92 

DS6 4 6 8 3 5 7 4 6 8 4 6 8 9.5 9.75 10 6.5 7 7.5 4.5 5 5.5 6.5 7 7.5 3 4 5 4 4 6 2 3 4 3 5 5 3 9.75 5.65 
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DMU1 DMU2 DMU3 DMU4 DMU5 DMU6 DMU7 DMU8 DMU9 DMU10 DMU11 DMU12 M
in

 

M
ax

 

M
ean

 L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U 

DS7 5 7 9 4 6 8 1 3 5 6 8 10 6.5 7 7.5 5.5 6 6.5 2.5 3 3.5 5.5 6 6.5 4 5 6 2 4 4 4 5 6 4 3 6 3 8 5.25 

DS8 5 7 9 0 2 4 4 6 8 4 6 8 9.5 9.75 10 4.5 5 5.5 3.5 4 4.5 8.5 9 9.5 6 7 8 2 3.5 4 3 4 5 4 4 6 2 9.75 5.60 

DS9 6 8 10 0 2 4 1 3 5 6 8 10 7.5 8 8.5 6.5 7 7.5 3.5 4 4.5 3.5 4 4.5 2 3 4 1 3 3 3 4 5 3 4 5 2 8 4.83 

DS10 5 7 9 3 5 7 1 3 5 4 6 8 7.5 8 8.5 4.5 5 5.5 0.5 1 1.5 2.5 3 3.5 4 5 6 2 3 4 2 3 4 2 1 4 1 8 4.17 

DS11 5 7 9 3 5 7 3 5 7 6 8 10 8.5 9 9.5 7.5 8 8.5 6.5 7 7.5 7.5 8 8.5 3 4 5 2 3.5 4 3 4 5 2 7 4 3.5 9 6.29 

DS12 5 7 9 4 6 8 2 4 6 4 6 8 8.5 9 9.5 4.5 5 5.5 5.5 6 6.5 4.5 5 5.5 5 6 7 2 3 4 2 3 4 3 6 5 3 9 5.50 

DS13 4 6 8 2 4 6 1 3 5 5 7 9 6.5 7 7.5 7.5 8 8.5 3.5 4 4.5 3.5 4 4.5 3 4 5 0 3 2 4 5 6 1 4 3 3 8 4.92 

ME1 6 8 10 3 5 7 3 5 7 6 8 10 8.5 9 9.5 5.5 6 6.5 4.5 5 5.5 5.5 6 6.5 5 6 7 5 4.5 7 2 3 4 2 5 4 3 9 5.88 

ME2 4 6 8 3 5 7 4 6 8 5 7 9 6.5 7 7.5 3.5 4 4.5 2.5 3 3.5 3.5 4 4.5 6 7 8 5 5.5 7 4 5 6 3 3 5 3 7 5.21 

ME3 5 7 9 3 5 7 0 1 3 5 7 9 7.5 8 8.5 7.5 8 8.5 2.5 3 3.5 7.5 8 8.5 3 4 5 3 4 5 3 4 5 4 3 6 1 8 5.17 

ME4 5 7 9 3 5 7 2 4 6 4 6 8 8.5 9 9.5 3.5 4 4.5 5.5 6 6.5 7.5 8 8.5 2 3 4 1 4 3 5 6 7 5 6 7 3 9 5.67 

L=Lower bound value
3 3( )rj rjy G  

N=Nominal value 
3( )rjy  

U=Upper bound vale 
3 3( )rj rjy G  
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Table A-4. The input and output data for IT research projects of ITRC including summary statistics expressed by expert 4 (E4) 

 

DMU1 DMU2 DMU3 DMU4 DMU5 DMU6 DMU7 DMU8 DMU9 DMU10 DMU11 DMU12 M
in

 

M
ax

 

M
ean

 L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U L N U 

PO1 6.5 7 7.5 3.5 4 4.5 1.5 2 2.5 9.5 9.75 10 7 8 9 7 8 9 4 5 6 7 8 9 3 4 5 5 4.5 7 2 3 4 2 5 4 2 9.75 5.69 

PO2 5.5 6 6.5 3.5 4 4.5 0.5 1 1.5 5.5 6 6.5 7 8 9 7 8 9 5 6 7 5 6 7 2 3 4 1 3 3 3 4 5 5 6 7 1 8 5.08 

PO3 6.5 7 7.5 4.5 5 5.5 2.5 3 3.5 8.5 9 9.5 7 8 9 7 8 9 3 4 5 8 9 10 6 7 8 2 3.5 4 3 4 5 3 4 5 3 9 5.96 

PO4 5.5 6 6.5 4.5 5 5.5 5.5 6 6.5 8.5 9 9.5 7 8 9 7 8 9 0 1 2 3 4 5 5 6 7 3 4.5 5 4 5 6 3 1 5 1 9 5.29 

PO5 5.5 6 6.5 3.5 4 4.5 4.5 5 5.5 7.5 8 8.5 7 8 9 4 5 6 2 3 4 7 8 9 4 5 6 0 2 2 2 3 4 1 3 3 2 8 5.00 

PO6 7.5 8 8.5 2.5 3 3.5 5.5 6 6.5 8.5 9 9.5 8 9 10 6 7 8 5 6 7 4 5 6 4 5 6 1 3.5 3 4 5 6 4 6 6 3 9 6.04 

PO7 7.5 8 8.5 4.5 5 5.5 1.5 2 2.5 8.5 9 9.5 8 9 10 4 5 6 3 4 5 3 4 5 3 4 5 3 3.5 5 2 3 4 2 4 4 2 9 5.04 

PO8 6.5 7 7.5 3.5 4 4.5 4.5 5 5.5 6.5 7 7.5 6 7 8 5 6 7 0 1 2 6 7 8 3 4 5 4 4.5 6 3 4 5 3 1 5 1 7 4.79 

PO9 6.5 7 7.5 2.5 3 3.5 1.5 2 2.5 7.5 8 8.5 7 8 9 5 6 7 2 3 4 4 5 6 4 5 6 0 3.5 2 5 6 7 3 3 5 2 8 4.96 

PO10 6.5 7 7.5 2.5 3 3.5 2.5 3 3.5 8.5 9 9.5 7 8 9 4 5 6 4 5 6 7 8 9 3 4 5 4 5 6 4 5 6 4 5 6 3 9 5.58 

AI1 5.5 6 6.5 4.5 5 5.5 2.5 3 3.5 8.5 9 9.5 7 8 9 5 6 7 0 1 2 3 4 5 4 5 6 1 3 3 3 4 5 3 1 5 1 9 4.58 

AI2 7.5 8 8.5 5.5 6 6.5 5.5 6 6.5 5.5 6 6.5 9 9.5 10 6 7 8 5 6 7 5 6 7 6 7 8 3 4 5 3 4 5 2 6 4 4 9.5 6.29 

AI3 5.5 6 6.5 5.5 6 6.5 1.5 2 2.5 9.5 9.75 10 6 7 8 7 8 9 1 2 3 5 6 7 4 5 6 3 4.5 5 4 5 6 5 2 7 2 9.75 5.27 

AI4 5.5 6 6.5 5.5 6 6.5 3.5 4 4.5 9.5 9.75 10 6 7 8 4 5 6 4 5 6 5 6 7 4 5 6 3 5 5 5 6 7 3 5 5 4 9.75 5.81 

AI5 6.5 7 7.5 3.5 4 4.5 0.5 1 1.5 5.5 6 6.5 6 7 8 4 5 6 1 2 3 2 3 4 6 7 8 0 2.5 2 3 4 5 5 2 7 1 7 4.21 

AI6 7.5 8 8.5 2.5 3 3.5 3.5 4 4.5 8.5 9 9.5 9 9.5 10 3 4 5 5 6 7 3 4 5 5 6 7 5 4.5 7 2 3 4 1 6 3 3 9.5 5.58 

AI7 6.5 7 7.5 4.5 5 5.5 0.5 1 1.5 4.5 5 5.5 7 8 9 5 6 7 5 6 7 3 4 5 5 6 7 1 3.5 3 4 5 6 2 6 4 1 8 5.21 

DS1 7.5 8 8.5 2.5 3 3.5 2.5 3 3.5 9.5 9.75 10 8 9 10 5 6 7 3 4 5 4 5 6 4 5 6 2 4 4 4 5 6 1 4 3 3 9.75 5.48 

DS2 7.5 8 8.5 2.5 3 3.5 3.5 4 4.5 5.5 6 6.5 8 9 10 5 6 7 2 3 4 5 6 7 5 6 7 1 3.5 3 4 5 6 3 3 5 3 9 5.21 

DS3 7.5 8 8.5 1.5 2 2.5 3.5 4 4.5 7.5 8 8.5 6 7 8 3 4 5 0 1 2 5 6 7 4 5 6 2 3.5 4 3 4 5 2 1 4 1 8 4.46 

DS4 6.5 7 7.5 2.5 3 3.5 1.5 2 2.5 7.5 8 8.5 8 9 10 6 7 8 4 5 6 2 3 4 5 6 7 3 4 5 3 4 5 1 5 3 2 9 5.25 

DS5 5.5 6 6.5 2.5 3 3.5 2.5 3 3.5 8.5 9 9.5 9 9.5 10 5 6 7 1 2 3 8 9 10 2 3 4 2 4 4 4 5 6 2 2 4 2 9.5 5.13 

DS6 5.5 6 6.5 3.5 4 4.5 0.5 1 1.5 6.5 7 7.5 8 9 10 3 4 5 4 5 6 4 5 6 6 7 8 3 4.5 5 4 5 6 4 5 6 1 9 5.21 

DS7 6.5 7 7.5 3.5 4 4.5 4.5 5 5.5 5.5 6 6.5 8 9 10 6 7 8 1 2 3 7 8 9 2 3 4 4 5.5 6 5 6 7 5 2 7 2 9 5.38 

DS8 5.5 6 6.5 3.5 4 4.5 2.5 3 3.5 9.5 9.75 10 7 8 9 7 8 9 5 6 7 6 7 8 6 7 8 1 3 3 3 4 5 3 6 5 3 9.75 5.98 

DS9 5.5 6 6.5 2.5 3 3.5 4.5 5 5.5 5.5 6 6.5 7 8 9 4 5 6 6 7 8 6 7 8 5 6 7 5 5 7 3 4 5 3 7 5 3 8 5.75 

DS10 5.5 6 6.5 4.5 5 5.5 2.5 3 3.5 6.5 7 7.5 6 7 8 3 4 5 6 7 8 5 6 7 2 3 4 2 4 4 4 5 6 4 7 6 3 7 5.33 

DS11 6.5 7 7.5 1.5 2 2.5 4.5 5 5.5 4.5 5 5.5 8 9 10 5 6 7 2 3 4 6 7 8 4 5 6 2 3 4 2 3 4 2 3 4 2 9 4.83 

DS12 7.5 8 8.5 5.5 6 6.5 3.5 4 4.5 8.5 9 9.5 9 9.5 10 4 5 6 3 4 5 8 9 10 5 6 7 1 3.5 3 4 5 6 1 4 3 3.5 9.5 6.08 

DS13 5.5 6 6.5 4.5 5 5.5 3.5 4 4.5 5.5 6 6.5 6 7 8 3 4 5 4 5 6 7 8 9 5 6 7 5 5.5 7 4 5 6 3 5 5 4 8 5.54 

ME1 6.5 7 7.5 5.5 6 6.5 3.5 4 4.5 7.5 8 8.5 8 9 10 6 7 8 2 3 4 7 8 9 2 3 4 4 5 6 4 5 6 2 3 4 3 9 5.67 

ME2 6.5 7 7.5 4.5 5 5.5 4.5 5 5.5 7.5 8 8.5 7 8 9 6 7 8 6 7 8 4 5 6 5 6 7 2 3.5 4 3 4 5 2 7 4 3.5 8 6.04 

ME3 5.5 6 6.5 5.5 6 6.5 1.5 2 2.5 8.5 9 9.5 8 9 10 4 5 6 1 2 3 6 7 8 5 6 7 4 4.5 6 3 4 5 3 2 5 2 9 5.21 

ME4 6.5 7 7.5 3.5 4 4.5 2.5 3 3.5 6.5 7 7.5 7 8 9 6 7 8 3 4 5 7 8 9 5 6 7 1 3 3 3 4 5 4 4 6 3 8 5.42 

L=Lower bound value 4 4( )rj rjy G  

N=Nominal value 4( )rjy  

U=Upper bound vale 4 4( )rj rjy G  
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Abstract 
A broadband microstrip antenna based on log periodic technique was conceived and demonstrated 

practically. The antenna exhibits a wideband characteristic comparing with other microstrip antennas. 

Over the operation frequency range, i.e. 2.5-6 GHz, a 50 Ω  

 

Keywords: Microstrip Antenna, Log-Periodic, VSWR, Gain, Pattern 
 

 

1. Introduction 

Currently, there are increasing demands for 

novel ultrawideband (UWB) antennas with low-

profile structures and constant directional 

radiation patterns for both commercial and 

military applications [1], Microstrip antenna has 

gain popularity because of their small size and 

light weight. However a limitation of microstrip 

antenna is the narrow bandwidth of the basic 

element. The bandwidth of the antenna can be 

increased by reducing the substrate permittivity 

(εr) or increasing its thickness (h) [2]. Different 

techniques to enhance the bandwidth of 

microstrip antenna have been investigated. Most 

of the effort to enhance the bandwidth has been 

directed towards improving the impedance 

bandwidth of the antenna element. The 

bandwidth can be increased using multilayer 

structure antenna [3], parasitic element [4], non 

contact feeding technique [5], different shape 

slots [6] or log periodic technique [7]. A log-

periodic antenna has been successfully operated 

as a broadband linearly polarized antenna 

element in free space since 1957 [8,9]. The log-

periodic dipole array (LPDA) is an antenna with 

frequency independency advantage. The input 

impedance and gain of this antenna remains 

almost constant over its operating bandwidth, 

which can be very large. Practical designs of an 

LPDA could have one octave or more bandwidth 

[10,11]. 

In this article, we introduce a new hybrid log 

periodic-microstrip antenna (LPMA). This 

antenna is terminated by a novel compensating 

stub with length of T, instead of a matched load 

or open-circuit [12]. We show that the proposed 

LPMA gives better characteristics in comparison 

with others, especially by increasing the 

bandwidth. To do this, at first, radiator elements 

are considered rectangular patches. Next, they 

are replaced with elliptical patches. Finally, the 

simulation and measurement results of antenna 

are analyzed and compared together. 

2. Antenna Design 

The design principle for log periodic requires 

scaling of dimensions from period to period so 

that performance is periodic with the logarithm 

of frequency. This principle can be applied to an 

array of patch antennas. The patch length (L), the 

width (W) and Inset (D) are related to the scale 

factor τ by:  

 

τ  
    

  
 

    

  
 

      

      
                

If we multiply all dimensions of the array by 

τ it scales into itself with element m becoming 

element m+l, element m+l becoming element 

m+2, etc. This self scaling properly implies that 

the array will have the same radiating properties 

at all frequencies that are related by a factor of τ. 

[2] In the equation, Dm,m+1 is distance between 

patch Pm+1 and Pm, also Wm and Lm are width 

and length of the patch Pm, respectively. In the 

elliptical patch design, the great length of the 
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ellipse is considered Wm and the small length of 

the ellipse is Lm  

An example of single-layer microstrip log 

periodic antenna is shown in Fig. 1. This antenna 

consists of square patches located on a FR4 

substrate with dielectric constant equals to 4.4 

and 1.6 mm thickness. It is feeding by coaxial 

cable with 50 ohms. Distance of patch from 

stripline is 0.2 mm, width of stripline is 3 mm 

and the distance of end line and the last patch of 

the strip is 4mm. Logarithmic factor, τ, is 

considered 1.1. 

 
Fig 1- Structural configuration of Log-periodic microstrip 

antenna [10] 

 

Dimensions, sizes and distances are tabulated 

in table 1. Antenna length (L) is 270 mm and it's 

width (W) is 110 mm. 
 

TABLE I- Sizes and dimensions designed for log-periodic 
microstrip antenna with logarithmic factor of 1.1 

m f (GHz) Lm (mm) Wm (mm) Dm,m+1 (mm) 

1 2.3 10.62713 12.2212 10.62717 

2 2.53 11.68985 13.44332 11.68989 

3 2.783 12.85883 14.78765 12.85888 

4 3.0613 14.14471 16.26642 14.14477 

5 3.36743 15.55918 17.89306 15.55925 

6 3.704173 17.1151 19.68237 17.11517 

7 4.07459 18.82661 21.6506 18.82669 

8 4.482049 20.70927 23.81566 20.70936 

9 4.930254 22.7802 26.19723 22.78029 

10 5.42328 25.05822 28.81695 25.05832 

11 5.965608 27.56404 31.69865 27.56415 

 

In the next stage, for comparison and verifying the 

results, elliptical patches are used instead of 

rectangular patches. We hypothesize that the elliptical 

patches can improve the results. Fig. 2 shows the 

geometrical structure of two kinds of antennas. 

  
(a) (b) 

Fig 2- (a) Simulated image of log-periodic microstrip antenna 
with rectangular patches (b) Simulated image of log-periodic 

microstrip antenna with elliptical patches 

3. Simulation Results 

In this section, to verify the design results, we 

simulated our design in software environment. 

We show simulated results of the proposed 

LPMA. All simulations have been done by CST. 

These results are shown in Fig. 3 to Fig. 9. 

Diagrams related to the antenna using 

rectangular patch is shown with discrete lines 

and antenna using elliptical patch with 

continuous line in all graphs. 

 
(a) 

 
(b) 

Fig 3- Comparison simulated S parameters between Using 
rectangular patches & elliptical patches (a) S11 (b) VSWR 

 

As be seen in Fig.3, after replacing the 

elliptical patch, VSWR decreases to <2 from 

f=2.3 GHz to f=3.4 GHz  

Figures 4 and 5, show the replacement of the 

elliptical patches with the rectangular patches 

causes in reducing the side lobes and increasing 

the directivity Rotation angles in some of directs 

which can be seen, is caused by differences in 

polarization in the elliptical shapes to the 

rectangular shapes. Photos the antenna structure 

using elliptical patches and rectangular patches 

also shows figure 6. 
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(a) 

 
(b) 

Fig 4- Comparison simulated pattern between Using 

rectangular patches & elliptical patches in f=2.3GHz (a) E 
plane (b) H plane. 

 
(a) 

 
(b) 

Fig 5- Comparison simulated pattern between Using 

rectangular patches & elliptical patches in f=3.4GHz (a) E 
plane (b) H plane 

 
(a)                (b) 

Fig 6- photos the antenna structure (a) Using elliptical 

patches (b) Using rectangular patches 

4. Experimental Results 

After the simulation phase and to obtain desired 

results, sample antenna with τ=1.1 was made (OR 

implemented) based on the dimensions and sizes in 

Table I. Substrate has chosen FR4 with dielectric 

constant 4.4. For comparison of results, conditions in 

implementation and simulation have been assumed 

similar. To improving the results, such as simulation, it 

is considered a 3 mm distance between substrate and 

the ground. Results from the implementation such as 

patterns and VSWR can be seen in Figures 7 to 9. 

 
(a) 

 
(b) 

Fig 7- Comparison simulated S parameters between Using 
rectangular patches & elliptical patches (a) S11 (b) VSWR 
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(a) 

 
(b) 

Fig 8- Comparison Measurement pattern between Using 
rectangular patches and elliptical patches in f=2.3 GHz (a) E 

plane (b) H plane 

 

 
(a) 

 
(b) 

Fig 9- Comparison Measurement pattern between Using 

rectangular patches and elliptical patches in f=3.4 GHz (a) E 
plane (b) H plane 

Diagrams obtained from measurements are 

shown in Fig 7. As was predicted in simulations, 

Elliptical patches significantly to reduce the 

VSWR plots below the value 2. The patterns of 

electrical and magnetic field obtained from 

measurements sample made using of rectangular 

and elliptical patches are compared In Fig 8 and 

9. Small differences can be seen in simulated and 

measured results to be due to the lack of ideal 

conditions as the building. 

5. Conclusion 

Simulation and manufacture results and 

compare them show that the use of elliptical 

patch in the design has increased bandwidth. 

Although it may not necessarily increase the 

bandwidth in the entire design, the results have 

shown that the replacing of elliptical patch with 

rectangular patch, have considerably improved 

VSWR due to the curvature of the corners. As 

we can see that the VSWR parameter is less than 

2 from the initial frequency we designed (2.3 

GHz) to the final frequency (6 GHz), which in 

this matter, can be considered ideal. Also In 

frequency with the proper directivity and high 

gain, the replacement of elliptical patch improves 

patterns and reduces annoying side lobes and 

patterns are becoming sharper. Finally we can 

say if the design using appropriate materials and 

frequency proportional to its, elliptical patch can 

be improve the expected results in most 

parameters in the designed frequency. 
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Abstract 
This paper presents a new and efficient implementation approach for the elliptic curve cryptosystem 

(ECC) based on a novel finite field multiplication in GF(2
m
) and an efficient scalar multiplication 

algorithm. This new finite field multiplication algorithm performs zero chain multiplication and required 

additions in only one clock cycle instead of several clock cycles. Using modified (limited number of 

shifts) Barrel shifter; the partial result is also shifted in one clock cycle instead of several clock cycles. 

Both the canonical recoding technique and the sliding window method are applied to the multiplier to 

reduce the average number of required clock cycles. In the scalar multiplication algorithm of the 

proposed implementation approach, the point addition and point doubling operations are computed in 

parallel. The sliding window method and the signed-digit representation are also used to reduce the 

average number of point operations. Based on our analysis, the computation cost (the average number of 

required clock cycles) is effectively reduced in both the proposed finite field multiplication algorithm 

and the proposed implementation approach of ECC in comparison with other ECC finite field 

multiplication algorithms and implementation approaches. 

 

Keywords: Computational Complexity, Network Security, Cryptography, Elliptic Curve Cryptosystem 

(ECC), Finite Field Multiplication, Scalar Multiplication. 
 

 

1. Introduction 

Elliptic curve cryptosystem (ECC) [1,2] has 

drawn more attentions in the network security 

issues due to its higher speed, lower power 

consumption and smaller key length in 

comparison with other existing public key 

cryptosystems [3,4]. These properties also make 

ECC more suitable for using in limited 

environments such as wireless sensor networks 

(WSNs) [3,5]. In ECC implementations, the total 

execution time and the power consumption are 

lowered by reducing the number of required 

clock cycles [3]. 

The most important operation in ECC is the 

scalar multiplication [6,7]. This operation is the 

most time-consuming operation and it takes 85% 

of the cryptosystem execution time [6,7]. 

Hardware implementation of ECC usually 

passes through three computational levels: Scalar 

multiplication, point operations and finite field 

operations that will be described in section 2. 

There are many attempts to increase the 

efficiency of the elliptic curve scalar 

multiplication algorithm by increasing the 

computational efficiency of these three levels 

such as developing signed-digit scalar 

representation [8,9,10,11,12,13], sliding window 

method in scalar representation [7,9,12,13], 

parallel architecture in point operations [9], 

parallel architecture in finite field operations 

[6,14,15,16] and scalable modular multiplication 

[17,18]. A comprehensive review is also 

presented in [19]. 

High performance implementations of ECC 

depend heavily on the efficiency in the 

computation of finite field operations. Most 

popular finite fields which are commonly used in 

ECC are the prime fields GF(p) and the binary 

extension fields GF(2
m
). Usually the binary 

extension fields GF(2
m
) leads to a smaller and 

faster hardware [6,18]. 

In our previous work [20], the scalar 

multiplication is improved by using a novel finite 

field multiplication algorithm in GF(p). This 

paper presents a novel finite field multiplication 

algorithm in GF(2
m
) based on the finite field 

multiplication in [20]. This new finite field 

multiplication uses a new signed-digit multiplier 

representation and multi bit scan-multi bit shift 

technique. Using this new signed-digit 

representation, the average Hamming weight of 
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the multiplier is effectively reduced. Moreover, 

the zero chain multiplication is performed in 

only one clock cycle instead of several clock 

cycles. Therefore, the average number of 

required clock cycles (the computation cost) is 

considerably reduced in the proposed finite field 

multiplication algorithm. In addition, the 

proposed finite field multiplication algorithm is 

applied to the scalar multiplication algorithm in 

[9]. So, the computation cost of the elliptic curve 

scalar multiplication is also reduced considerably.  

The rest of this paper is organized as follows: 

section 2 describes the recoding technique, the 

ECC over GF(2
m
), the methods of the scalar 

multiplication and the finite field multiplication 

algorithm. The proposed implementation 

approach of ECC is presented in section 3. 

Section 4 evaluates the proposed algorithms. 

Finally, conclusion is given in section 5. 

2. Preliminaries 

2.1 The Recoding Technique 

A signed-digit representation of an integer kCR 

is the sequence of digits kCR=(dm,dm-1,…,d1,d0)SD 

such that  


m

0i

i

iCR 2dk  where 1,0,1}{di  . 

Booth recoding [21] and canonical recoding (CR) 

[22,23] are two well-known conversions which 

can reduce the average Hamming weight of the 

integer representation. Algorithm 1 shows the 

canonical recoding algorithm. 

 
Algorithm 1: The canonical recoding (CR) algorithm 

Input: k= (km-1km-2…k1k0)2         
Output: kCR= (dmdm-1…d1d0)SD        

1. c0:= 0; 

2.  For i = 0 to m-1  

3.      ci+1:= (ki + ki+1 + ci)/2; 

4.      di := ki + ci - 2ci+1; 

5.  Return kCR; 

In this algorithm, the input is the scalar k and 

the output is kCR. It should be noted that, the CR 

representation, which is also called non-adjacent 

form (NAF), guarantees the minimal Hamming 

weight of the integer representation. The average 

Hamming weight of an m-bit canonical recoded 

integer is about 
3

m [11, 22, 23]. 

2.2 ECC Over GF(2
m

) 

As described in the previous section, the 

hardware implementation of ECC usually 

involves three computational levels: scalar 

multiplication, point operations and finite field 

operations [6,20]. These three computational 

levels are shown in figure 1. 

 
Figure 1: The three-level model for elliptic curve scalar 

multiplication [6,20] 

The scalar multiplication at the top of the 

hierarchy computes Q=kP with repeated point 

addition (Q=R+P) and point doubling (Q=2P) 

operations where k is a positive integer, and P 

and Q are elliptic curve points. The middle level 

of the hierarchy includes the point addition and 

point doubling operations, which are based on 

the coordinates used to represent the points. In 

the lowest level of the hierarchy, the finite field 

arithmetic includes four operations: finite field 

multiplication, finite field squaring, finite field 

addition and finite field inversion [6]. 

An elliptic curve E over GF(2
m
) in affine 

coordinates is defined as the set of solutions of 

the reduced Weierstrass equation  

                    : E 232 baxxxyy   (1) 

where 02  ), bGF( a, b m , together with 

the point at infinity O [24,25]. Note that for b=1, 

equation (1) shows especial curves which are 

commonly called Koblitz curves [12].  

The point addition operation 

 )y,(x+)y,(x=P+R=)y,(x=Q pprrqq
is defined 

by GF(2
m
) operations as the following equations 

[24,25]: 















 

)(

)x)/(xy(y

2

prpr

rqqpq

prq

yxxxy

axxx







  (2) 

Similarly, the point doubling operation 

 )y,2(x=2P=)y,(x=Q ppqq
is defined by GF(2

m
) 

operations as follows [24,25]:  





















pqqpq

q

p

p

yxxxy

ax

x

y







)(

x

2

p

  (3) 

Multiplication, addition, squaring 

and inverse in finite field 

Point addition and point 

doubling 

Scalar multiplication 

Level 1 

Level 2 

Level 3 
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These point operations involve finite field 

operations [24,25]. 

It should be noted that, the use of signed-digit 

representation for finite field operation in GF(2
m
) 

is considered in [18]. The multiple-precision 

arithmetic for finite field operation in GF(2
m
) is 

also investigated in [26]. 

2.3 The Methods of Scalar Multiplication 

The most common method for performing an 

elliptic curve scalar multiplication (Q=kP) is the 

binary method which scans the bits of the scalar 

k either from left to right (the L2R binary 

method) or from right to left (the R2L binary 

method) [19,24]. The proposed implementation 

approach is based on the R2L binary method in 

GF(2
m
) and its algorithm is shown in algorithm 2. 

 

Algorithm 2: The R2L binary scalar multiplication algorithm  

INPUT: k=(km-1km-2…k0)2, P=(x,y); 
OUTPUT: Q=(x',y')=kP; 

1. Q ← 0; 

2. For i= 0 to m-1 do  
3.       If ki=1 then  Q ← Q+P; 

4.       P←2P; 

5. Return Q; 

In algorithm 2, the inputs are the scalar k and 

the elliptic curve point P. The output is the 

elliptic curve point Q=kP. The computation cost 

in the binary multiplication method depends on 

the Hamming weight and the length of the binary 

representation of the scalar k (for m-bit scalar k, 

the binary multiplication method requires m 

point doubling operations and 
2

m  point addition 

operation on average). 

The efficiency of the binary method may be 

enhanced by scanning w bits at a time as with the 

sliding window method [7,13] or reducing the 

Hamming weight as with the signed-digit 

recoding technique [10]. One of the efficient 

efforts to reduce the computation cost in ECC is 

the window scalar multiplication algorithm based 

on interleaving (IW algorithm) on Koblitz curves 

[9] which is shown in algorithm 3. 
 

Algorithm 3:The window scalar multiplication algorithm 

based on interleaving (IW algorithm)[9] 

INPUT: w; k=(km-1km-2…k0)2; PGF(2m); 

OUTPUT: Q=kP; 

1. Use algorithm 3 in appendix [9] to compute ρ'=k 
partmod δ; 

2. Use algorithm 4 in appendix [9] to compute TNAFw(ρ')=

 

1
0

l
i

i
iu 

; 

3. For u U={1,3,5,…,2w-1-1}, let Qu← 0; 

4. For i=l-1 to 0 do 
    4.1. If ui≠ 0 then 

           Let u satisfy au=ui or a-u=-ui; 

           If u>0 then Qu ← Qu+P; 
           Else Q-u ← Q-u-P; 

     4.2. P ← τP; 

5. Compute Q ← Q +  Uu uiQu ; 

6. Return Q; 

The inputs of this algorithm are the scalar k, 

window width w, and elliptic curve point P. The 

output is the elliptic curve point Q=kP. Moreover, 

2

7



 , a 1)1( , }1,0{a  and 

1

1










m

 [9,12]. In the IW algorithm, the 

multiplication cost is reduced by using the 

sliding window method and the signed-digit 

representation (steps 1 and 2). In this algorithm, 

when ui≠0, the point Qu is computed in which u 

satisfies au=ui or, a-u=-ui [9]. 

2.4 The Finite Field Multiplication 

Algorithm 

The performance of ECC is primarily 

determined by the efficient realization of the 

arithmetic operations in the underlying finite 

field [6].  

Modular addition in GF(2
m
) is simple and 

relatively straight forward . As a result, it can be 

implemented by simply using XOR gates [14]. If 

projective coordinates are used for ECC, the 

inversion cost can be neglected because only one 

inversion operation is required to be performed 

at the end of the scalar multiplication. The 

modular squaring in GF(2
m
) is simple and 

straight forward [6,14]. Therefore, the modular 

multiplication is the most important operation in 

ECC implementations.  

The Montgomery modular multiplication 

algorithm [27] is widely used as an efficient 

algorithm [18,28]. Algorithm 4 shows the 

Montgomery modular multiplication algorithm 

for GF(2
m
) [18]: 

 
Algorithm 4: The Montgomery modular multiplication in 

GF(2m) 

Input: A(x),B(x),P(x),n; 

 Output: C(x) =A(x).B(x) x-n mod P(x); 
1. C(x)=0; 

2. For i=0 to n-1 

3. ))(mod()).().()(()( '

000

r

i xxpxbxaxcxq  ; 

4. r

i xxPxqxBxaxCxC /))().()().()(()(  ; 

5. Return C(x) 

 

The inputs of this algorithm are A(x), B(x), 

P(x) and n, where A(x), B(x)GF(2
m
), P(x) is 

the irreducible polynomial and n denotes the 

operand length. The output is C(x)=A(x).B(x)x
-n

 

mod P(x). Moreover, r shows each digit length, 

) x(x)(modp(x)p 1

0

'

0

r  and ai(x) shows ith digit 

of A(x). The output of this algorithm is 

computed in n-clock cycle. Therefore, it is a 

time- consuming operation. 
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3. The Proposed Implementation 

Approach of ECC 

This section presents a novel and efficient 

implementation approach for the elliptic curve 

cryptosystem based on the parallel structure and 

a new and efficient finite field multiplication 

algorithm in GF(2
m
). 

3.1 Scalar Multiplication 

The basic operations in all scalar 

multiplication algorithms are point addition and 

point doubling operations over an elliptic curve 

[20]. Using parallel structure for these point 

operations, the speed of the cryptosystem is 

increased considerably. We also used the scalar 

multiplication algorithm [9] to compute point 

addition and point doubling operations in parallel. 

This algorithm is shown in algorithm 3 and was 

described in section 2.3. 

3.2 The Finite Field Arithmetic 

In the finite field multiplication, zero 

multiplication results in zero, but this zero 

multiplication is performed and implemented per 

clock cycle. In addition, partial result is shifted 

one bit per clock cycle [29]. This section 

presents a new finite field multiplication 

algorithm in GF(2
m
) based on a new signed-digit 

multiplier representation and multi bit scan-multi 

bit shift technique. This new finite field 

multiplication performs zero chain multiplication 

in only one clock cycle instead of several clock 

cycles. The proposed finite field multiplication 

algorithm is based on Montgomery modular 

multiplication algorithm in GF(2
m
). The 

proposed algorithm is shown in algorithm 5: 

 
Algorithm 5: The proposed finite filed multiplication in 

GF(2m) 

Input: A(x), B(x), P(x) , n; 

Output: C(x)= A(x).B(x) x-n mod P(x); 

1. C(x)=0; 
{Canonical recoding  phase} 

2. Compute D(x) by applying algorithm 1 to A(x); 

parallel begin 
{partitioning phase} 

 3.1. Building D*(x)=(us-1(x)us-2(x)…u0(x)) by applying 

CLNZ sliding window method to D(x); 
  3.2. s= #D*(x) ; 

4. Compute and store table ui(x).B(x) 

parallel end 
{multiplication phase} 

5. For i = 0 to s-1 

6.     C(x):= C(x) + ui(x).B(x); 

7.     q(x):= )('0 xP .C(x) mod ilx ; 

8.     C(x):= (C(x)+q(x).P(x))/ ilx ; 

9. Return C(x) 

 

 

 

In this algorithm, the inputs are A(x), B(x), 

P(x) and n, where A(x), B(x)GF(2
m
), P(x) is 

the irreducible polynomial and m denotes the 

operand length. The output of this algorithm is 

C(x)=A(x).B(x)x
-m

 mod P(x). Moreover,
i xmod (x)p(x)p 1

0

'

0

l , ui(x) is the ith partition 

of D*(x), li is the ith partition length (i.e. the 

number of digits in ith partition) and s= #D*(x) 

is the number of partitions in the multiplier 

representation.  

In step 2 of the proposed finite field 

algorithm, the canonical recoding algorithm is 

performed on the multiplier. Then the constant 

length nonzero (CLNZ) partitioning is performed 

on the signed-digit multiplier. Therefore, the 

average Hamming weight of the multiplier and 

thereby the average number of multiplication 

steps (or required clock cycles) in the finite field 

multiplication algorithm are reduced 

considerably. In algorithm 5, the CLNZ 

partitioning method scans the multiplier from the 

least significant digit to the most significant digit 

according to a finite state machine, which is 

shown in figure 2.  

 

 
  

Figure 2: The finite state machine used in the CLNZ 

partitioning method 

Using the CLNZ partitioning method, the 

zero partitions are allowed to have an arbitrary 

length, but the maximum length of the nonzero 

partitions should be the exact value (in figure 2, 

d digits). For example, for A(x) = 

(011111111110001111111101)2, the canonical 

recoding of A(x) is 

CR)0110010000000100100000000(D(x) 
 

and for d=4, the partition formed will be as 

follows: 

))0110(),000000(),0011(),000000000(),0001(((x)*D  . 

As the least significant digit of the nonzero 

partition is either 1 or 1 , the nonzero partition 

value is always an odd number. So, we only 

require pre-computation of ui(x).B(x) for the odd 

number of ui(x) in step 4 of the proposed finite 

field multiplication algorithm.  

In the proposed finite field multiplication 

algorithm, step 4 is performed independently and 

parallel with steps 3.1 and 3.2. This parallel 

computation also increases the speed of the finite 

field multiplication algorithm.  
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The multiplication phase of the proposed 

finite field multiplication algorithm is performed 

s times. Recall that s denotes the number of 

partitions in the proposed multiplier 

representation. In each clock cycle of the 

multiplication phase of the proposed finite field 

multiplication algorithm, li bits of the multiplier 

and m-bit multiplicand are processed. 

Figure 3 shows the block diagram of the 

hardware implementation of the proposed finite 

field multiplication. 

In the proposed hardware implementation 

approach of the finite field multiplication, the 

new multiplier representation D*(x) makes multi 

bit scan possible, but the high-radix modular 

multiplication (k×m multiplier) is required in 

ui(x).B(x) and q(x).P(x) computation. In the 

proposed hardware implementation approach of 

the finite field multiplication, LUT1 and LUT2 

are used for computing ui(x).B(x) and q(x).P(x) 

respectively. Thus, the high-radix partial 

multiplication problem in each clock cycle is 

also solved. 

In addition, the modified (limited number of 

shifts) Barrel shifter is proposed to execute the 

required multi bit shift operation in a single clock 

cycle in step 8 of algorithm 5. The number of 

required shifts in ith clock cycle (li) is provided 

from the length of the ith digit of the new 

multiplier representation D*(x). These two 

properties imply the multi bit scan-multi bit shift 

technique. So, the zero chain multiplication and 

the required addition are performed in one clock 

cycle instead of several clock cycles.   

 

Multi-bit shifter   

(Modified Barrel shifter)

Adder 2

Adder 1

k×m multiplier 

(LUT 2)

A(x)

C(x)

Multiplier recoder

k×m multiplier 

(LUT 1)

Shift register

B(x) P(x)

D*(x)=(us-1(x)us-2(x)...u0(x))

ui(x)

ui(x).B(x)

C(x)

C(x)+ui(x).B(x)

q(x).P(x)

 
Figure 3: The block diagram of the proposed finite field multiplication 

 

4. Evaluation 

4.1 Evaluation of the Proposed Finite 

Field Multiplication Algorithm 

In the proposed finite field multiplication 

algorithm, the CLNZ sliding window method is 

applied to the canonical recoded multiplier. So 

according to computation analysis of [30], the 

average Hamming weight of the multiplier is 

about
43

3

d

m , where m denotes the multiplier 

length and d denotes the window width in the 

CLNZ partitioning method in the proposed finite 

field multiplication algorithm. Thus, the 

proposed finite field multiplication algorithm 

reduces the average number of multiplication 

steps by about: 

43

6
143

6

1



dm

d

m

   (4) 

Table 1 shows the multiplication step 

(required clock cycle) improvement in the 
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proposed finite field multiplication algorithm in 

comparison with Montgomery modular 

multiplication algorithm [27] for various d. 

Table 1: Multiplication step improvement of the proposed 

finite field multiplication algorithm 

d 
Clock cycle 

improvement (%) 
d 

Clock cycle 

improvement (%) 

2 40 7 76 

3 53.8 8 78.6 

4 62.5 9 80.6 

5 68.4 10 82.4 

6 72.7   

 

Based on our analysis which is shown in 

table 1, the proposed finite field multiplication 

algorithm reduces the average number of 

multiplication steps (required clock cycles) by 

about 40%-82.4% compared to Montgomery 

modular multiplication algorithm in GF(2
m
) for 

d=2-10. 

4.2 Evaluation of the Proposed 

Implementation Approach 

According to the computational analysis of 

[9,20], the implementation approach of the 

traditional window NAF (TWN) scalar 

multiplication algorithm [12] will cost: 

DA
w

AD w m
1

m
)12( 2 


    (5) 

where D denotes the point doubling cost, A 

denotes the point addition cost, m denotes the 

operand length and w denotes the window width 

in the sliding window method in the scalar 

multiplication algorithm.  

Moreover in the Karatsuba-Ofman method 

[6,14], the computation cost is computed from 

(5), but with different computation cost for the 

point addition and point doubling operations.  

In addition, the implementation approach of 

the window scalar multiplication algorithm based 

on interleaving (IWN) [9] will cost: 

A
w

l
A

w

v

j
j

j

  


 1 11

m    (6) 

The proposed implementation approach of 

ECC is a combination of the proposed finite field 

multiplication algorithm and the IWN algorithm. 

So, the computation cost of the proposed 

implementation approach is computed from (6), 

but the cost of the point addition in the proposed 

implementation approach is reduced 

considerably based on table 1. 

 The point addition and point doubling 

operations have the same cost using affine 

coordinate, but the cost of the point addition 

operation is twice the cost of the point doubling 

operation using projective coordinate [9,24]. The 

computation cost of the implementation 

approaches in [6,9,12,14] and the proposed 

implementation approach are computed by 

analyzing (5) and (6) for various m, w and d. 

Figures 4-6 show the comparison of the 

computation cost of the proposed 

implementation approach with implementation 

approach in [6,9,12,14] for m=163 bit and 

various window width w using affine coordinate 

and projective coordinate for d=2,4,6,8 and 10. 

 
Figure 4: Comparison of the computation cost between the proposed implementation approach and the implementation approach 

in [9] using affine coordinate and projective coordinates 
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Figure 5: Comparison of the computation cost between the proposed implementation approach and the implementation 

approach in [6,12,14] using affine coordinate 

 
Figure 6: Comparison of the computation cost between the proposed implementation approach and the implementation 

approach in [6,12,14] using projective coordinate 

As it is shown in figures 4-6, the computation 

cost of the proposed implementation approach is 

effectively reduced in comparison with the 

implementation approach in [6,9,12,14] where 

both window width in the scalar multiplication 

(w) and the window width in the proposed finite 

field multiplication (d) are varied from 2 to 10. 

Table 2 and figures 7-8 summarize the 

computation cost of the proposed 

implementation approach and the 

implementation approach in [6,9,12,14] for the 

operand length of 163, 193 and 233 in affine 

coordinate where w=4, d=8 and w=8, d=8. 

 

 

Table 2: The comparative table for the computation cost 

using affine coordinate for d=8, w=4 and 8.  

Operand 

length 
Reference 

Computation cost 

w=4 w=8 

163 

[12] 199.6 245.1 

[6][14] 100 122.5 

[9] 65 36.1 

This paper 13.9 7.7 

193 

[12] 235.6 278.4 

[6][14] 117.8 139.1 

[9] 77.2 42.8 

This paper 16.5 9.2 

233 

[12] 283.6 322.9 

[6][14] 141.8 161.5 

[9] 93.1 51.4 

This paper 20 11 
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Figure 7: Comparison of the computation cost using affine coordinate for d=8, w=4 

 

Figure 8: Comparison of the computation cost using affine coordinate for d=8, w= 8 

 

Based on our analysis which is shown in 

table 2 and figures 7-8, the average computation 

cost of the proposed implementation approach is 

reduced by about 93%-96%, 86%-93% and 78.6% 

in comparison with the implementation approach 

in [12], [6] (and its extension in [14]) and [9] 

respectively for w=4, d=8 and w=8, d=8 using 

affine coordinate. Table 3 summarizes these 

improvements where the computation cost 

improvement is computed as follows: 

100)
cost old

cost  new
(1t(%)improvemen   (7) 

Table 3: The comparative table for the computation cost 

using projective coordinate for d=8 

Reference [12] [6][14] [9] 

Window width w=4 w=8 w=4 w=8 w=4 w=8 

Computation cost 

improvement (%) 
93 96 86 93 78.6 78.6 

As it is shown in (5), the computation cost in [12] 

has a multiplier as 2
w
. So, by increasing the window 

width w, the computation cost in [12] is also increased. 

In addition, table 4 and figures 9-10 

summarize the computation cost of the proposed 

implementation approach and the 

implementation approach in [6,9,12,14] for the 

operand length of 163, 193 and 233 in projective 

coordinate where w=4, d=8 and w=8, d=8.  

Table 4: The comparative table for the computation cost 

using projective coordinate for d=8, w=4 and 8. 

Operand 

length 
Reference 

Computation cost 

w=4 w =8 

163 

[12] 117.6 163.1 

[6][14] 58.8 81.6 

[9] 65.2 36 

This paper 13.9 7.7 

193 

[12] 138.6 181.4 

[6][14] 69.3 90.7 

[9] 77.2 42.8 

This paper 16.5 9.2 

233 

[12] 166.6 205.9 

[6][14] 83.3 103 

[9] 93.1 51.2 

This paper 20 11 
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Figure 9: Comparison of the computation cost using projective coordinate for d=8, w=4. 

 
Figure 10: Comparison of the computation cost using projective coordinate for d=8 and w=8 

 

As it is shown in table 4 and figures 9-10, the 

average computation cost of the proposed 

implementation approach is reduced by about 

88%-95%, 76.1%-89.4% and 78.6% in 

comparison with the implementation approach in 

[12], [6] (and its extension in [14]) and [9] 

respectively using projective coordinate where 

w=4, d=8 and w=8, d=8. Table 5 summarizes 

these improvements. 

 

 

 

 

 

 

Table 5: The comparative table for the cost using projective 
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Computation 
cost 

improvement 

(%) 

88 95 76.1 89.4 78.6 78.6 
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reduced in projective coordinate compared to 

affine coordinate.  

Therefore, using the proposed 

implementation approach for ECC, the efficiency 

of the computation cost of ECC is improved 

considerably. 

5. Conclusion 

In ECC implementation, the total execution 

time and the energy consumption is dependent 

on the required clock cycles for cryptosystem [3]. 

This paper presents a novel finite field 

multiplication algorithm in GF(2
m
) based on a 

new signed-digit multiplier representation and 

multi bit scan-multi bit shift technique to reduce 

the required clock cycle in ECC. In this new 

finite field multiplication, the canonical recoding 

technique is used to increase probability of the 

zero bits in the multiplier. The CLNZ sliding 

window method is also applied to the signed-

digit multiplier to reduce the average number of 

multiplication steps (required clock cycles) in the 

finite field multiplication algorithm. This new 

multiplier representation makes multi bit scan 

possible. The modified (limited number of shifts) 

Barrel shifter is also proposed to make multi-bit 

shift possible. Moreover, a new efficient 

implementation approach for the elliptic curve 

cryptosystem is presented by applying this new 

finite field multiplication to the scalar 

multiplication in [9]. In this new implementation 

approach, the point addition and point doubling 

operations are computed in parallel. In addition, 

both sliding window method and canonical 

recoding technique are used to reduce the 

computation cost considerably.  

Our analysis shows that the computation cost 

of the proposed finite field multiplication 

algorithm is reduced by about 40%-82.4% in 

comparison with Montgomery modular 

multiplication algorithm for d=2-10. Moreover, 

the computation cost in the proposed 

implementation approach of the elliptic curve 

cryptosystem is reduced by about 88%-96%, 

76%-93% and 78.6% in comparison with the 

implementation approach in [12], [6] (and its 

extension in [14]) and [9] respectively where 

w=4 and 8, and d=8. 
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Abstract 
A novel approach for steganography cover selection is proposed, based on image texture features and 

human visual system. Our proposed algorithm employs run length matrix to select a set of appropriate 

images from an image database and creates their stego version after embedding process. Then, it 

computes similarity between original images and their stego versions by using structural similarity as 

image quality metric to select, as the best cover, one image with maximum similarity with its stego. 

According to the results of comparing our new proposed cover selection algorithm with other 

steganography methods, it is confirmed that the proposed algorithm is able to increase the stego quality. 

We also evaluated the robustness of our algorithm over steganalysis methods such as Wavelet based and 

Block based steganalyses; the experimental results show that the proposed approach decreases the risk 

of message hiding detection. 

 

Keywords: Steganography; Cover Selection; Run Length Matrix; Image Texture Features; SSIM. 
 

 

1. Introduction 

Steganography is a security technique to 

disguise messages in a media called cover, which 

is the object to be used as the carrier for 

embedding a hidden message. Many different 

types of objects have been employed as carriers, 

for example images, audio and video. The object 

which is carrying a hidden message, is called 

stego [1-3]. 

Steganography methods can be categorized 

into two groups: spatial-domain and transform-

domain. In spatial domain methods, the secret 

messages are embedded in the image pixels 

directly. LSB [4] technique is a famous method 

in this group. In transform-domain methods, 

messages are embedded into coefficients 

obtained after applying a transform on the 

original image. Techniques such as the Discrete-

Cosine Transform (DCT) [5,6,7], Discrete 

Fourier Transform (DFT) [8], Wavelet 

Transform (DWT) [9,10] and Contourlet 

transform [11,12,13] belongs to this category 

[14]. In steganography, one prefers to hide 

information as much as possible in a cover with a 

distortion as little as possible. Selection of a 

suitable cover plays an important role to achieve 

these goals, i.e. increasing payload and 

decreasing detectability. Different image cover 

selection methods have been suggested in the 

literature. Image cover selection technique 

proposed in [14] is concentrated in textured 

similarity. This technique replaces some blocks 

of a cover image with similar secret image 

blocks. The enhanced version of this method in 

[15], uses statistical features of image blocks and 

their neighborhood. In [16], some scenarios are 

discussed with a steganographer having complete 

or partial knowledge or no knowledge about 

steganalysis methods. In addition, some 

measures for cover selection are introduced. 

Another cover selection method is introduced in 

[17] based on computation of the steganography 

capacity as a property of images. 

In this paper, we will exploit the textured 

characteristics of images to elicit suitable images 

from a large database as proper covers. Then, in 

order to generate the stego version of images, we 

embed a secret message into the selected images. 

Finally, we use Structural Similarity 

Measurement (SSIM), which is based on Human 

Visual System (HVS), instead of PSNR and 

MSE to measure the similarity between each 

selected image and its stego. Then, the image 

with maximum SSIM is selected as the best 

cover. Analysis of results showed that the 

proposed cover selection method extracts the 

best image with high payload and little distortion. 

Rest of this paper is organized as follows. 

Section 2 explains Run Length Matrix and its 
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features. In Section 3, we introduce several 

visual perceptual measures based on HVS. Our 

proposed approach is explained in Section 4. 

Experimentations and results are presented in 

Section 5. Finally, Section 6 concludes the paper. 

2. Run Length Metrics and Texture 

Features 

Texture is one of the most used 

characteristics in image analysis, and is 

applicable to a wide variety of image processing 

problems. In image processing, “texture” is 

related to repeated pixels in an image, producing 

a pattern. Texture is arranged in two categories: 

deterministic (regular), and statistical (irregular) 

textures. Deterministic texture is created by 

repetition of a fixed geometric shape such as a 

circle or square. Statistical textures are created 

by changing patterns with fixed statistical 

properties. Statistical textures are represented 

typically in term of spatial frequency properties. 

The human visual system is less sensitive to 

distortion in complex texture patterns compared 

to simple texture patterns. As a consequence, 

images with complex textures are preferred in 

information hiding [18], and selection of secure 

cover from an image database is an important 

phase in steganography methods. Some of the 

texture features used in this work are extracted 

from run length matrix [18,19]. In this section, 

we introduce these texture features. 

Gray level Run length matrix: A gray-level 

run is a set of consecutive pixels having the same 

gray-level value. The number of pixels in the run 

is called Length of run. Run length features 

encode textural information related to the 

number of times each gray-level is repeated. 

Four run length matrix QRL are defined for four 

directions: 0◦, 45◦, 90◦ and 135◦. Element (i, j) in 

QRL illustrates the number of times a gray-level 

i appears in the image with run length j. 

Dimension of each QRL matrix is Ng * Nr array, 

where Nr and Ng are the largest possible run 

length and highest possible gray level value in 

the image, respectively. Many numerical texture 

features can be computed on the basis of run 

length matrix. The four features [19] of run 

length statistics used in this work are as follows: 

Short Run Emphasis (SRE) measures the 

distribution of short runs. The SRE is highly 

dependent on the occurrence of short runs and is 

expected to be large for coarser images. 
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Long-Run Emphasis (LRE) is a measure of 

distribution of long runs. It is small for coarser 

images. 
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Gray Level Non Uniformity (GLNU) shows 

the similarity of gray level values throughout an 

image. When runs are uniformly distributed 

among the gray levels, GLNU takes small values. 

Large run length values have a high contribution 

in this metric, because of existence of square. It 

is expected to be large for coarser images. 
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Run Length Non Uniformity (RLN) 

emphasizes on the similarity of the length of runs 

throughout the image. The RLN is expected to be 

small if the run lengths are alike throughout the 

image. 
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3. Visual Specification Based on the 

Structural Similarity Measurement 

Image quality assessment is an important 

field of signal processing. The MSE and PSNR 

are the most commonly used quality metrics. 

These are used widely because they are simple 

and easy to be calculated, but are not well 

correlated with human perception of quality 

[20,21]. Recently, various efforts have been 

made into the development of quality assessment 

methods that take advantage of known 

characteristics of the Human Visual System 

(HVS). Quality assessment (QA) algorithms 

based on HVS predict visual quality by 

comparing a distorted signal against a reference, 

typically by modeling the human visual system. 

These measurement methods consider HVS 

characteristics in an attempt to incorporate 

perceptual quality measures. SSIM, Structural 

Similarity Metric [22], is a quality measure 

which separates the task of similarity 

measurement between two images into three 

comparisons: luminance, contrast and structure 

[22,23,24]. Its value lies on the interval [0,1]. 

The steps of SSIM measurement are presented in 

Figure 1 [24]. Local structural similarity between 

two images x and y, is defined in Equation 

5;            represent luminance, contrast and 

structure, respectively. 

http://en.wikipedia.org/wiki/Image_processing
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and x and y are original, and distorted signals, 

respectively. “Original” form of signal (x) is free 

of any distortions, and is therefore assumed to 

have perfect quality.    and    are the local 

sample means of x and y, respectively.    and    

are the local sample standard deviations of x and 

y, and    is the sample cross correlation of x and 

y. The parameters C1, C2 and C3 are small 

positive constants which stabilize each term, so 

that near-zero sample means, variances, or 

correlations do not lead to numerical instability. 

The properties of SSIM are being symmetry, 

boundedness and unique maximum as follows: 

Symmetry: S(x,y) = S(y,x) 

Boundedness: S(x,y) <= 1 

Unique maximum: S(x,y) = 1 if and only if x=y 

We have used the primitive similarity 

measure proposed in [22,23] as quality 

evaluation criterion between stego and cover 

image for selecting the secure cover. This 

measure helps us to select the best cover from an 

image database. 
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Figure1. Structural Similarity Measurement (SSIM) System [24] 
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Figure 2. Block diagram of proposed algorithm 

 

4. The Proposed Algorithm 

The block diagram of proposed algorithm is 

shown in Figure 2. This algorithm contains three 

stages. In the first stage, the run-length matrix for 

each image in the database is calculated and then, 

texture features SRE, LRE, GLNU and RLN are 

calculated to select a set of image candidates 

which are suitable to be served as covers. In the 

second stage, data are embedded into the selected 

images using DWT steganography method. 

Consequently, the stego version of the selected 

images is formed. In the third stage, the best 

cover is extracted from the set of selected images 

by using SSIM measure. The proposed cover 

selection algorithm is described as follows: 

Input: Image database 

Output: Best cover  

Step 1. Calculate Run length matrix in 4 

directions 0
◦
, 45

◦
, 90

◦
 and 135

◦
 for each image of 

the database. 

Step 2. Compute SRE, LRE, GLNU and RLN 

features for each image using run-length matrix. 

Step 3. Select images with maximum SRE, 

GLNU, RLN and minimum LRE from database. 

Step 4. Use DWT steganography embedding 

algorithm and then hide data in the images found 

in Step 3.  

Step 5. Compute Structural Similarity (SSIM) 

between the original and stego versions of 

images obtained in Steps 3 and 4, respectively. 

Step 6. Select the image having maximum 

similarity with its stego version (Step 5) as the 

best cover. 

5. Experimental Results 

All experiments were performed on a PC 

with core 2.35 GHZ processor and 4GB main 

memory. In order to evaluate our approach, we 

used the USC-SIPI Texture Database [27]. 

In this section, we illustrate the influence of 

our cover selection method on stego quality. 

Then, we evaluate the robustness of our method 

against steganalysis attacks. 

A. Textural and SSIM Evaluations 

We extracted the textural features for each 

image of database using run length matrix in 4 

directions: 0
◦
, 45

◦
, 90

◦
 and 135

◦
 to obtain the 

selected images as candidate covers, and then, 

selected the best cover based on SSIM. The 

textured features are SRE, LRE, GLNU and RLN. 

The selected images, were selected based on 

textured features that are shown in Figure 3. As it 

can be seen in Figure 3, results of using different 
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textured measures might be identical images. 

The results of computing texture features for 

selected images (shown in Figure 3) are depicted 

in Tables 1 to 6. 

 

 

 MAXIMUM SRE MINIMUM LRE MAXIMUM GLNU MAXIMUM RLN 

 Pic 1 Pic 2 Pic 3 Pic 4 

QRL0 

    

 Pic 1 Pic 2 Pic 5 Pic 4 

QRL45 

    

 Pic 5 Pic 2 Pic 4 Pic 4 

QRL90 

    

 Pic 4 Pic 2 Pic 6 Pic 4 

QRL135 

    

Figure 3. Candidate images based on textur features 

 

After extracting candidate images based on 

texture features, random binary data are created 

and embedded into the selected pictures by using 

DWT steganography method [6]. As a result, 

several stego version of images with different 

payloads are obtained. It should be noted that the 

embedding process can be carried on by any 

steganography method including Contourlet, and 

Wavelet. Tables 1 to 6 contain original candidate 

images in Figure 3 with their stego versions, 

values of texture features, and SSIM between 

each selected image and its stego. The best cover, 

which maximizes SSIM, is depicted in Figure 4. 

The results of experiments confirm that the 

images with high SRE, GLNU and RLN and less 

LRE are good candidates for the best cover 

because they preserve the quality after 

embedding data.  

There are a number of advantages in using 

proposed algorithm. The first advantage is that it 

restricts search space to several proper images 

based on texture features, which are suitable 

candidates for the best cover. Another advantage 

is quality assessment based on human visual 

system. Consequently, the extracted image with 

highest SSIM is the best cover among all images 

in database, since it preserves the structural 

specifications of image and influences the least 

distortion after embedding data into image. 

Additionally, as it can be seen in Table 7, the 

proposed method is able to preserve the quality 

of stego compared to traditional steganography 

methods such as DWT and Contourlet. 

 

 

 

 

 

 

 

 

Figure 4. Best picture with maximum SSIM 
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Table 1. Textured feature for Cover candidate Pic 1 

 SRE LRE GLNU RLN SSIM (Original Pic 1, stego Pic 1) = 0.6539 

                          
  Original Pic 1                          Stego Pic 1 

0 0.316 7.023 12524.215 23028.2831 

45 0.291 7.100 21475.359 36995.59 

90 0.284 7.254 21273.273 35067.147 

135 0.278 7.447 25918.064 39218.90 

Table 2. Textured feature for cover candidate Pic 2 

 SRE LRE GLNU RLN SSIM (Original Pic 2, Stego Pic 2) = 0.7069 

                     
Original Pic 2                        Stego Pic 2 

0 0.2288 6.4966 14244.798 31772.291 

45 0.233 6.4339 17285.013 34125.173 

90 0.2305 6.5691 9182.1280 24146.1759 

135 0.2275 6.5104 19904.8591 36749.9546 

Table 3. Textured feature for cover candidate Pic 3 

 SRE LRE GLNU RLN SSIM (Original Pic 3, Stego Pic 3) = 0.7658 

                                 
Original Pic 3                            Stego Pic 3 

0 0.20031 11.1264 70969.650 36409.807 

45 0.2080 10.998 83860.266 38540.7957 

90 0.1959 10.9636 42386.300 30032.533 

135 0.2076 11.0405 76185.050 37038.2771 

Table 4.Textured feature for cover candidate Pic 4 

Pic4 SRE LRE GLNU RLN SSIM (Original Pic 4, Stego Pic 4) = 0.5870 

                      
 Original Pic 4                           Stego Pic 4 

0 0.0995 11.7041 56333.207 120284.371 

45 0.09946 11.705 63884.576 126287.319 

90 0.09925 11.721 66351.635 114841.102 

135 0.0993 11.711 60150.5370 126585.202 

Table 5. Textured feature for cover candidate Pic 5 

 SRE LRE GLNU RLN SSIM (Original Pic 5, Stego Pic 5) = 0.6967 

                     
Original Pic 5                           Stego Pic 5 

0 0.2797 6.7079 61145.671 95578.7526 

45 0.28156 6.6517 86087.757 112300.071 

90 0.28619 6.6502 48889.245 84681.3921 

135 0.2853 6.6180 77996.164 106393.578 

Table 6. Textured feature for cover candidate Pic 6 

 

 

 

 

 SRE LRE GLNU RLN SSIM (Original Pic 6, Stego Pic 6) = 0.7666 

                   
Original Pic 6                             Stego Pic 6 

0 0.2178 10.348 56395.577 33272.359 

45 0.2261 9.9992 37138.731 27639.546 

90 0.2186 10.378 54113.767 32695.715 

135 0.2303 10.625 99762.5456 40307.402 
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Table 7. Stego Visual Quality in proposed Algorithm 

STEGANOGRAPHY METHODS SSIM 

PROPOSED COVER SELECTION +       

DWT STEGANOGRAPHY  
0.7666 

PROPOSED COVER SELECTION + 

CONTOURLET STEGANOGRAPHY  
0.8612 

 

 

B. Steganalysis Results 

We evaluated the robustness of the proposed 

algorithm against steganalysis attacks such as 

Wavelet-based and Block-based steganalysis 

methods introduced in [25] [26]. They used 

nonlinear support vector machine classifier in 

training and testing phases. To make image cover 

database used in training and testing phases, we 

collected 800 JPEG images from Internet 

including Washington University image database 

[28]. All of the images were converted to 

grayscale with size of 512*512. Descriptions of 

these steganalysis methods are as follows: 

1- Wavelet-based steganalysis (WBS) in [25] 

produces a model for clean images and then, it 

computes the distance between each image and 

its clean image model. It uses statistics such as 

mean, variance and skewness, extracting from 

each Wavelet sub-band of cover to detect a stego 

from clean image. Totally, 24 features are 

employed for classification. 

2- Block-Based steganalysis (BBS) in [26] 

divides image blocks into multiple classes and 

defines a classifier for each class to determine 

whether a block is from a cover or stego image. 

Consequently, the steganalysis of the whole image 

can be conducted by fusing steganalysis results of 

all image blocks through a voting process. 

Table 8. Detection Rate (%) of steganalses against our 
method composed with DWT embedding 

Payload 

Rate (bits) 

Embedding 

in DWT 

Cover Selection and DWT 

Embedding 

 WBS BBS WBS BBS 

2000 60 59 55 55 

5000 65 65 59 57 

10000 67 66 60 62 

Table 9. Detection Rate (%) of steganalses against our 
method composed with Contourlet embedding 

Payload Rate 

(bits) 

Embedding in 

Contourlet 

Cover Selection and Contourlet 

Transform Embedding 

 WBS BBS WBS BBS 

2000 56 55 49 48 

5000 58 59 51 50 

10000 62 61 55 53 

We created three stego databases with 

payloads of 2000, 5000 and 10000 bits for each 

steganography algorithm (DWT, Contourlet). 

Size of each stego database is 800. So, each pair 

of stego-cover databases includes 1600. We 

selected 1000 images for training phase and 600 

images for testing, randomly. To evaluate the 

robustness of our proposed method against 

steganalyses, random subsets of images are 

selected; percentage of its average true 

detection (both stego and cover) over these 

random subsets is named accuracy of each 

method. The average detection accuracy of 

Wavelet-based and Block-based steganalyses 

over steganography techniques are represented 

in Tables 8 and 9. The results show that the 

proposed cover selection algorithm improved 

the robustness of DWT and Contourlet 

steganography against steganalysis attacks. 

6. Conclusions 

We proposed a new Cover selection approach 

for secure steganography using textural features 

of run-length matrix and structural similarity 

metric. According to textural features of run 

length matrix, suitable images are extracted as 

candidate covers. Through using SSIM, 

algorithm selects one image as the best cover 

among suitable images. This quality assessment 

method, SSIM, takes advantage of known 

characteristics of the human visual system.  

New proposed cover selection algorithm 

results on preserving higher quality in stego with 

equal payload in comparison with traditional 

steganography methods. Additionally, we 

applied our suggested cover selection method to 

steganography methods such as DWT and 

Contourlet embedding. The results showed the 

robustness of our composed method against 

steganalysis attacks in comparison with DWT 

and Contourlet steganography methods. 
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